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In the past few years, there have been many changes in the 
structure and the operations of the ASME Fluids Engineering 
Division, and its archival publication, the Journal of Fluids 
Engineering. The procedures and practices of the Editorial 
Board of the Journal have evolved naturally over the years. 
In view of the new ideas and goals for the Division, and for 
the benefit of the new authors and readers of the Journal, we 
felt that some information on our current operation should be 
provided. 

The Review Process 
Papers are submitted to the Technical Editor's (TE) office. 

A preliminary screening is done at this level. Papers are then 
logged, checked for length, quality of figures and conformity 
with the Journal's standard on experimental uncertainty, nu
merical accuracy, method of referencing, etc. A paper is then 
assigned to a technical associate editor (TAE). The TE is con
tinuously informed on the reviewing process but a paper is 
handled by a TAE until a final recommendation is made to 
the TE. Authors are encouraged to contact the TE or TAE at 
any time with questions about the review process. 

The TAE arranges for two or three reviews of the submitted 
paper. After all the reviews are in his/her hands, the TAE 
provides the authors with a critical evaluation of both the paper 
and the reviews. At this point, the TAE may recommend to 
the TE and inform accordingly the authors that the paper (i) 
be accepted, (ii) be rejected, or (iii) be revised and resubmitted. 
We try hard to complete this process in two to three months 
after a paper is received. If, however, for some reason the 
TAE cannot secure enough reviews by this time, he writes to 
the authors providing a report on the progress of the reviewing 
process, as well as whatever information is available at that 
time. 

In case a revision of the paper is recommended, the authors 
are asked to submit the new version of their paper directly to 
the TAE, sending a copy to the TE's office. A revised paper 
should be accompanied by a copy on which the authors should 
clearly mark changes. It helps greatly if the authors provide a 
detailed response to the points raised by the reviewers and the 
TAE. With this material in his/her hands, the TAE may turn 
again to some or all of his/her reviewers or decide to work on 
the paper on his/her own. The TAE then makes a final rec
ommendation to the TE and the TE informs the authors of 
the final decision. 

This Editorial Board respects the fact that a paper is the 
intellectual product of the authors. The purpose of the review 
process is first to provide constructive criticism on an author's 
effort and second, to decide whether a paper offers significant 
information, within the domain of interests of the Journal's 

readership. On the other hand, the Board actively seeks and 
publishes discussions of papers. This is pursued by the TE and 
TAEs during the review process, but readers are encouraged 
to offer their opinion after reading a published paper. The 
authors are also invited to prepare a response to a discussion 
on their paper and both are published in the same issue of the 
Journal. 

Guidelines for the Authors 
The basic guidelines on the format of submitted papers ap

pear on the inside of the back cover of each issue. Moreover, 
authors are asked to conform with some simple guidelines on 
numerical accuracy and experimental uncertainty set by the 
Division and the Editorial board. The policy of this Journal 
is "not to accept for publication any paper reporting the nu
merical solution of a fluids engineering problem that fails to 
address the task of systematic truncation error evaluation and 
accuracy estimation." This has been in practice by this Journal 
for quite some time and was described clearly in the editorial 
that appeared in the March 1986 issue. 

Authors should abide by the Division's guidelines on re
porting experimental uncertainty. A description of these guide
lines is available upon request from the TE's office. A more 
detailed set of guidelines has been formulated by the Division's 
Coordinating Group on flow measurements and will appear 
in the next issue. 

1 
« 

100 

Distance from Wall 

1000 

y+ 
Fig. 1 Reynolds stress in channel flow. Present asymptotic and nu
merical results compared to the experimental data of Wei and Willmarth 
(1985) for \ld= 5 and f/T„ = 3. 
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All papers published in this Journal must now list references symbols referred to in the text. Quite often, different types of 
alphabetically. A description of the citation format is described curves, say dashed, or dotted, etc. or different types of sym-
in the Editorial of the March 1985 issue. bols, say circles, squares, etc. are employed to denote prop-

Finally, we would like to standardize the format of infor- erties corresponding to values of different parameters. A legend 
mation presented in figures. Authors are urged to try to follow defining this correspondence should be included in the frame 
these guidelines. Figures should have well-defined scales so of the figure and not in the caption. On the other hand, values 
that a reader could obtain the actual numerical dependence of of parameters which hold for all the information presented in 
one variable on another. Dependent and independent variables the figure must be included in the figure caption, beneath the 
and parameters should be marked on the figure by the same figure. An example is shown in Fig. 1. 

The Technical Editor 

Call for Forum Papers 
ASME Fluids Engineering Division 

Winter Annual Meeting, December 1-6, 1991 
Atlanta Hilton and Towers 

Atlanta, Georgia 
In addition to sessions devoted to full length papers, a number of forum sessions are planned for the 1991 Winter Annual 
Meeting. A forum session is intended for presentation of work in progress, consisting of short papers or extended abstracts. 
Forum papers may be less formal than full length papers, and need not meet journal requirements; generally these papers 
will receive only one review, and are presented for preliminary information and interchange of ideas within the technical 
community. 
A paper pertinent to one of the forums listed below should be submitted directly to the closest of the organizers listed; 
accepted papers will be published in a forum volume. If a forum paper is of journal quality, it may also be submitted by 
the author for Journal of Fluids Engineering review and publication. Please observe the submittal deadlines below: 

Submission of abstract due to Forum Chairman April 1, 1990 
Authors notified of preliminary acceptance and sent ASME mats April 15, 1990 
Author-prepared ASME mats due to Forum Chairman May 15, 1990 

Forum papers will be screened on the basis of a double-spaced 500 to 1000 word abstract; authors of accepted abstracts 
will be invited to submit a paper, typed on ASME mats, of 2 to 6 pages (including tables and figures) for review. 

F-70 Forum on Industrial Applications of Fluid Mechanics (Including Textile Fibers Applications) 
Five sessions on developing and state-of-the-art industrial applications of fluid mechanics technology, including a special 
session on textile fiber industry applications. Papers should focus on a specific industrial application, and cover work in 
progress, novel applications of existing technology, or new concepts. 

Dr. Thomas B. Morrow Prof. S. A. Sherif Dr. Larry R. Marshall 
Southwest Research Institute Univ. of Miami, Mech. Engrg. Dept. E. I. DuPont de Nemours & Co. 
P.O. Drawer 28510 P.O. Box 248294 P.O. Box 27001 
San Antonio, TX 78228-0510 Coral Gables, FL 33124 Richmond, VA 23261 
Tel: 512-522-2355 Tel: 305-284-2019 Tel: 804-383-2786 
Fax: 512-522-5122 Fax: 305-284-4792 Fax: 804-383-2059 

F-71 Unanswered Questions in Fluid Mechanics 
A one session discussion, attempting to bring into sharp focus important unresolved problems in fluid mechanics. Questions 
can be sent in any form, accompanied by useful background material, but should be concise and well formulated; the text 
of a Question, as finally printed, should occupy one page or less. A number of such well-posed questions will be published 
as a single paper and the authors of the selected questions will make up the panel for the session. 

Prof. Lloyd M. Trefethen Prof. Ronald L. Panton Prof. Joseph A. C. Humphrey 
Mechanical Engineering Dept. Mechanical Engineering Dept. Mechanical Engineering Dept. 
Tufts University University of Texas University of California 
Medford, MA 02155 Austin, TX 78712 Berkeley, CA 94720 
Tel: 617-381-3239 Tel: 512-471-3129 Tel: 415-642-6460 
Fax: 617-381-3819 Fax: 512-471-1045 Fax: 415-642-6163 

F-80 1991 Forum on Experimental Techniques in Multiphase Flows 
Two sessions on fluid mechanic measurements in multiphase flows, covering recent progress in diagnostic techniques, 
application of modern instrumentation, and results achieved in practice. Papers are solicited on new approaches to multiphase 
flow measurement, application of techniques in harsh environments,'characteristics and limitations of various techniques, 
results that demonstrate unique diagnostic features, and all other relevant aspects of this field. 

Dr. Timothy J. O'Hern Dr. Robert T. Gore 
Fluid & Thermal Sciences Dept. Group T-3, MS K723 
Sandia National Laboratories Los Alamos National Laboratories 
Albuquerque, NM 87185-5800 Los Alamos, NM 87545 
Tel: 505-844-9061 Tel: 505-667-0954 
Fax: 505-846-0295 Fax: 505-665-4055 

(Continued on page 67) 
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Collaborative Testing of Turbulence Models 

P.Bradshaw,1 B. E. Launder,2 and John L. Lumley3 

This is a short introduction to an international project, fi
nancially supported by U.S. agencies, in which prediction 
methods for turbulent flow are being compared with the best 
available experimental data. The project is expected to end in 
December 1991, with a final report to be available early in 
1992. 

Most of the readers of this Journal are concerned with pre
dicting turbulent flows (or avoiding them). The exact equations 
of fluid motion—the Navier-Stokes equations for u,v,w, and 
p in x,y,z, and t—still require tens or hundreds of hours of 
supercomputer time to solve for turbulent flows, even in very 
simple geometries at very low Reynolds numbers. Therefore 
any engineering prediction method must be formulated in terms 
of (time)-averaged quantities. This leaves the apparent tur
bulent stresses (the Reynolds stresses, which are time-averaged 
products of velocity fluctuations) as unknowns. 

Turbulence modeling is the process of deriving semi-empir
ical equations for the unknown turbulent stresses. Its impor
tance was succinctly stated in 1986 by the late J.N. (Jack) 
Nielsen, Chief Scientist of NASA Ames Research Center: 
"Turbulence modeling is the pacing item for the NAS" (the 
National Aerospace Simulator computer complex at NASA 
Ames). A recent conference proceedings (Lumley, 1990) gives 
an introduction to the present state of turbulence research, 
and a view of its impressively interdisciplinary nature. 

Expressions for the Reynolds stresses fall into two classes: 
correlations between the turbulent stresses and the mean ve
locity gradients at the same points, in the form of so-called 
"eddy-viscosity" relations; and term-by-term models of the 
exact transport equations for Reynolds stresses. The latter 
equations make it clear that the Reynolds stresses at a given 
point depend on the whole history of the flow and not on the 
mean velocity gradients at the same point. 

Some explanation is needed for the use, and relative success, 
of "eddy-viscosity" models, and their close relatives the mixing 
length models, which also assume a direct, local, relation be
tween (turbulent) stresses and (time-average) rates of strain. 
Briefly, the effect of history on the local behavior of a turbulent 
flow is small if the mean flow changes only slowly with distance 
downstream. Here "slowly" means that the time scale of 
streamwise change, following the mean motion of the fluid, 
is large compared to the eddy time scale. "Simple" shear layers, 

'Mechanical Engineering Department, Stanford University, Stanford, CA 
94305. 

2University of Manchester Institute of Science and Technology, Manchester, 
England M60. 

'School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, 
NY 14853. 

such as attached boundary layers, wakes far behind the body 
that produces them, and jets far from their origin, are typical 
examples of slowly-changing flows. However, many real-life 
turbulent flows change rapidly in the streamwise direction. 
Examples include boundary layers in the region of separation 
or of interaction with a shock wave, wakes just downstream 
of a body, or jets deflected by an oncoming stream or a solid 
surface. In such "complex" flows, eddy-viscosity models can 
give misleading results, because the turbulent stresses change 
much less rapidly than the mean flow. This conclusion applies 
both to models in which the eddy viscosity is algebraically 
related to mean-flow scales and those like the "k,e" model in 
which partial differential equations are solved to yield the eddy 
viscosity. 

Models based directly on the Reynolds-stress transport equa
tions are claimed by their originators, to do much better, and 
one of the main objects of the "Collaborative Testing ..." 
project is to test this claim. Whatever the result, the unfinished 
business of turbulence modeling is the development of pre
diction methods that give acceptable engineering accuracy, at 
acceptable cost, for a worthwhile range of "complex" flows. 

The project is funded by four U.S. agencies—Air Force 
Office of Scientific Research, Army Research Office, NASA, 
and Office of Naval Research, all of which have strong interests 
in turbulence modeling. 

The present project is the natural successor to the meetings 
of turbulent-flow predictors held at Stanford in 1968 on simple 
two-dimensional boundary layers (Kline et al., 1968) and in 
1980-81 on "complex" flows (Kline et al., 1982). At the 1968 
meeting it was shown that many different turbulence models 
could produce good predictions for attached 2-D boundary 
layers: it was gradually realized that almost any method which 
invoked the universal law of the wall would produce good 
predictions in such cases, almost irrespective of the plausibility 
of the model used for the outer layer of the boundary layer. 
At the 1980-81 meeting, data from more complex flows were 
analyzed and discussed (1980) and compared with predictions 
of various turbulence models (1981). The conclusion of the 
1980-81 meeting, much assailed for its negativity, was that 
none of the current turbulence models could produce predic
tions to good engineering accuracy over the whole range of 
turbulent flows. This conclusion applied both to models using 
eddy-viscosity concepts and to those based on term-by-term 
modeling of the Reynolds stress transport equations. When 
turbulence modeling became a hot topic in the early 1970s, 
there was a strong feeling that such a "universal" turbulence 
model could, in principle, exist. Logic, of course, suggested 
that any simplification of the Navier-Stokes equations (clearly 
the exact description of any flow of a simple viscous fluid) 
would be restricted in accuracy or range of applicability, on 
the standard principle that "you may get what you pay for, 
but you don't get what you don't pay for." 

In the early stages, we planned a conference on the lines of 
the 1981 meeting, but, in informal discussions at the Cornell 
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University "Whither Turbulence" symposium in March 1989, 
Dr. D. M. Bushnell of NASA Langley Research Center pointed 
out that a collaborative effort conducted by correspondence 
(including mailing of tapes and disks plus Fax and electronic 
mail) would allow better interaction, optimization and dis
cussion than a "sudden death" conference. (A criticism of the 
1980/81 conference was that a one-week meeting was too short 
for thoughtful evaluation of results, and plans for a follow-
up meeting fell through.) 

In the present "mail order" project, data from experiments 
on, and simulations of, turbulent flows are distributed on 
microcomputer disk to developers of (time-averaged) engi
neering turbulence models. The predictions of each model are 
returned to the organizers and redistributed to all the modelers, 
plus some experiments and other experts (total approx. 120), 
for comment. This is an international effort, with no restric
tions except those involving proprietary data: any data or tur
bulence models resulting from the part of the project supported 
by U.S. government funds would be freely available. There 
are participants from the U.S.A., Canada, England, France, 
The Netherlands, Norway, Sweden, Denmark, Germany, Yu
goslavia, Greece, USSR, India, Australia, Japan, and Korea. 
The "reaction time" of modelers has proved to be much longer 
than anticipated. One reason for slow progress or complete 
withdrawal, not clearly foreseen by the organizers or the agen
cies, is that much funding of turbulence modeling in the 1990s 
is more closely tied to the sponsor's interests than it was ten 
years ago, making it difficult to divert effort to a general-
interest project. Another reason is that comparisons with data 
have prompted many modelers to improve their models or 
numerics. This applies particularly to compressible flows: mod
elers were asked to predict "flat plate" (constant-pressure) 
skin friction and heat transfer at Mach numbers up to 8, and 
it was clear that many models had never been tested at such 
high Mach numbers. Some codes failed numerically, and some 
models performed badly at high Mach number (and neither is 
a disgrace if the code and model were only intended to operate 
up to transonic Mach numbers). Alas, several codes gave poor 
heat-transfer results because the modelers had used the wrong 
definition of Stanton number: the temperature difference in 

the denominator of St is the difference between external-flow 
temperature and the adiabiatic "recovery" temperature of the 
surface, and, clearly, the latter must be the value actually 
calculated by the model. There have been several other ex
amples of minor errors and difficulties which have contami
nated the results of models which are in principle capable of 
giving good performance. A disproportionate amount of time 
has been taken up in individual communications with modelers 
to sort out such difficulties. 

One remarkable cause of confusion is the wide range of 
constants in the logarithmic "law of the wall" that are as
sumed, or predicted, in different methods. According to first-
order arguments, which are used implicitly in all the calculation 
methods, these constants should be universal. The actual 
range—ignoring a few outlying methods—implies a 10 percent 
"uncertainty" in skin friction on a flat plate in low-speed flow, 
the simplest of all test cases. We are trying to achieve a con
sensus! 

The project has been much delayed by the need to "debug" 
the different calculation methods, but comparisons have been 
made with some real test cases, including free shear layers, 
boundary layers in arbitrary pressure gradient, and separated 
flows. Comparisons with simulation data have proved partic
ularly valuable, especially for testing "low Reynolds number" 
models for the viscous wall region, which is difficult to resolve 
in an experiment. Further test cases are now being distributed, 
and we hope that by the end of the project we shall be able 
to deliver a useful "state-of-the-art" review to the fluids en
gineering community—hopefully to the Journal of Fluids En
gineering. 
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Separation Control: Review 
Under certain conditions, wall-bounded flows separate. To improve the perform
ance of natural or man-made flow systems, it may be beneficial to delay or advance 
this detachment process. The present article reviews the status and outlook of 
separation control for both steady and unsteady flows. Both passive and active 
techniques to prevent or to provoke flow detachment are considered and suggestions 
are made for further research. 

1 Introduction 

1.1 Flow Separation. Fluid particles in a boundary layer 
are slowed down by wall friction. If the flow is sufficiently 
retarded, for example due to the presence of an adverse 
pressure gradient, the momentum of those particles will be 
reduced by both the wall shear and the pressure gradient. In 
terms of energy principles, the kinetic energy gained, at the ex
pense of potential energy, in the favorable-pressure-gradient 
region is depleted by viscous effects within the boundary layer. 
In the adverse-pressure-gradient region, the remaining kinetic 
energy is converted to potential energy but is too small to sur
mount the pressure hill and the motion of near-wall fluid par
ticles is eventually arrested. At some point (or line), the 
viscous layer departs or breaks away from the bounding sur
face. The surface streamline nearest to the wall leaves the body 
at this point and the boundary layer is said to separate 
(Maskell, 1955). At separation, the rotational flow region next 
to the wall abruptly thickens, the normal velocity component 
increases, and the boundary-layer approximations are no 
longer valid. 

Due to the large energy losses associated with boundary-
layer separation, the performance of many practical devices is 
often controlled by the separation location. For example, if 
separation is postponed, the pressure drag of a bluff body is 
decreased, the circulation and hence the lift of an airfoil at 
high angle of attack is enhanced, and the pressure recovery of 
a diffuser is improved. 

Great strides have been made in the past few decades in 
establishing a firm analytical foundation for steady, two-
dimensional separation. On the other hand, theoretical or 
numerical analysis of three-dimensional or unsteady separa
tion is considerably less developed and progress to date in 
these areas has depended crucially on experimental work. 
From a practical point of view, the local separation over, say, 
a lifting surface has a very strong effect on the global 
aerodynamic properties, and a thorough, fundamental 
understanding of the phenomenon is obviously needed. 
Separation on such a surface occurs just prior to or at max-

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division July 25, 1990. 

imum loading, thus greatly influencing the device's optimum 
performance. 

The breakthrough in unsteady separation research was 
achieved by Moore, Rott, and Sears during the 1950's. Prior 
to their work, it was believed that steady and unsteady separa
tions have the same characteristics; namely, the point of 
vanishing wall shear, the termination of the boundary layer, 
and the beginning of the wake or bubble of separated fluid. 
Rott (1956), in analyzing the unsteady flow in the vicinity of a 
stagnation point, noted that the point of vanishing wall shear 
does not coincide with the point of boundary-layer detach
ment. In the same year, Sears made the assumption that the 
unsteady separation point is characterized by the simultaneous 
vanishing of the shear and the velocity at a point within the 
boundary layer as seen by an observer in a coordinate con
verted with the separation velocity. Two years later, Moore 
(1958), while investigating a steady flow over a moving wall, 
arrived at the analogous model to that for unsteady separa
tion. He stated that "for a slowly moving wall separation oc
curs when, at some point in the boundary layer, the profile 
velocity and shear simultaneously vanish." 

1.2 Control of Separation. As defined by Flatt (1961), the 
term boundary layer control includes any mechanism or pro
cess through which the boundary layer is caused to behave dif
ferently than it normally would, were the flow developing 
naturally along a smooth straight surface. Examples include 
reduction/delay or enhancement/triggering of transition, 
separation, skin-friction or pressure drag, heat transfer, lift, 
and acoustics. Prandtl (1904) pioneered the modern use of 
flow control in his epoch-making presentation to the Third In
ternational Congress of Mathematicians held at Heidelberg, 
Germany. In just 8 pages (as required for acceptance by the 
Congress) of a paper entitled "On the Motion of a Fluid with 
Very Small Viscosity," Prandtl introduced the boundary layer 
theory and the idea of self similarity, explained the mechanics 
of steady, two-dimensional separation, opened the way for 
understanding the motion of real fluids, and described several 
experiments in which the boundary layer was controlled. 

Of all the various types of shear flow control now extant, 
control of flow separation, historically referred to as 
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boundary-layer control or BLC, is probably the oldest and 
most economically important. Separation control is of im
mense importance to the performance of air, land or sea 
vehicles, turbomachines, diffusers, and a variety of other 
technologically important systems involving fluid flow. 
Generally it is desired to postpone separation so that form 
drag is reduced, stall is delayed, lift is enhanced, and pressure 
recovery is improved. However, in some instances it may be 
beneficial to provoke separation. For example, to improve the 
subsonic high-lift performance of an airfoil optimized for 
high-speed flight, a flap may be used to initiate leading-edge 
separation followed by reattachment. 

Flow separation causes significant deviations from inviscid 
pressure distributions. Such deviations can be either 
favorable, as in the vortex lift associated with lee surface 
separation on swept leading-edges and the use of spoilers to 
obviate ground-effect-lift during landing; or, more common
ly, detrimental, resulting, for example, in high form drag and 
reduced diffuser efficiency. Typical applications and benefits 
of flow separation control include: effective low-Reynolds-
number airfoils for remotely piloted vehicles (RPVs), pro
pellers, windmills, helicopters, etc.; efficient inlets and dif
fusers; improved axial flow compressors; increased CLmlix for 
increased payload, reduced engine power or noise at takeoff, 
shorter runways and reduced approach speed; super-
maneuverability or bird-like flight; efficient and effective stall 
or spin control; reduced drag on missiles, automobiles, ships 
and helicopters; as well as a myraid of applications in in
dustrial areo- and hydrodynamics. As examples of estimated 
benefits, a 5 percent improvement in landing CLmax would 
allow a 25 percent payload increase (Butter, 1984); mitigation 
of military stall/spin accidents which from 1977-1986 involved 
over 150 aircraft; application of flow separation control to 
tractor-trailer truck drag reduction which could save in excess 
of 50 million barrels of oil per year (Muirhead and Saltzman, 
1979); and diffuser suction in supersonic closed-circuit wind 
tunnels which would result in an estimated 30-50 percent 

power reduction on a device which can draw in excess of 20 
MW (Bushnell and Trimpi, 1986). 

1.3 Methods of Control. Flow separation control is cur
rently employed, for example, via vortex generators on the 
wings of most Boeing aircraft; via blown flaps on older 
generation supersonic fighters or leading-edge extensions and 
strakes on newer generations; and via passive bleed in the in
lets of supersonic engines on, for example, the SR-71 and 
Concorde. Future-possibilities for aeronautical applications of 
flow separation control include providing structurally efficient 
alternatives to flaps or slats; cruise application on conven
tional takeoff and landing aircraft, CTOL, including BLC on 
thick spanloader wings (Smith and Thelander, 1973); as well 
as cruise application on high-speed civil transports, HSCT, for 
favorable interference wave drag reduction, increased leading-
edge thrust, and enhanced fuselage and upper surface lift 
(Bushnell, 1990). In fact, much of the remaining gains to be 
made in aerodynamics appear to involve various types of flow 
control, including separated flow control (e.g., Hazen, 1984; 
Chambers, 1986). 

Typical, in some cases, serious problems associated with 
flow separation control include parasitic device drag or energy 
consumption; system weight, volume, complexity, reliability 
or cost; performance sensitivity to body attitude or orienta
tion; and, especially in the case of the automobile, styling. 
(Poisson-Quinton, 1950; Silhanek, 1969; Decken, 1971; 
Sovran et al., 1978). The status of flow separation control is 
still typified by a comment made in 1954 by Darby: "The Ger
mans were experimenting with BLC in the wind tunnel in the 
1920's—NACA began wind-tunnel tests in the late 1920's. It 
was not until 1949 that American agencies became in
terested—the skepticism seems to be breaking down at long 
last, but any branch of technology which has gone so long 
without bearing fruit certainly requires a close scrutiny." 
"There are an almost bewildering number of systems, at least 
for separation control, which work." 
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APR t 1991 
In general, the field of flow separation control is far richer 

than the conventional view which usually considers only suc
tion, injection and vortex generators. Many decades of 
research have proven that separation control, in most of its 
guises, will work. The task of researchers and designers now is 
to improve reliability where necessary and increase net gains 
through innovation. This richness of existing approaches for 
flow separation control is mirrored in the extensive literature, 
partially available for low-speed flows in the publications by 
Lachmann (1961); Colin and Williams (1971); Chang (1976); 
Adkins (1977); Gad-el-Hak (1989a), (1989b), (1990a); Lin et 
al. (1990a); and references therein as well as herein. For high
speed flows, excellent recent reviews for separation control in 
shock-boundary-layer interactions are provided by Delery 
(1985) and Viswanath (1988). 

Given an imposed pressure field, the kernel problem in 
separation control is to add momentum to the very near-wall 
region of the flow by either transferring momentum from flow 
regions farther from the wall, which are still momentum rich, 
or by direct addition of power drawn from the propulsive 
system. Probably the most popular flow separation control 
technique has been to add momentum to the near-wall region 
either actively, e.g., tangential blowing or wall jets, or passive
ly, for example, boundary-layer tripping, turbulence enhance
ment or vortex generators of various scales. 

1.4 Outline of Present Article. The purpose of the present 
work is to briefly summarize the status and outlook for flow 
separation control with an emphasis upon more recent 
developments such as optimized vortex generators, various 
methods of turbulence control including dynamic inputs, and 
wall heat transfer. Direct comparisons between the various ap
proaches on common test problems will be made. The recent 
advances in computational fluid dynamics are allowing the 
transformation of much of BLC from an empirical art to a 
predictive science, and this subject will be briefly revisited near 
the end of the present article. Due to space limitations, the 
presentation does not include large-scale-provoked separation 
or control of vortices (e.g., Williams and Amato, 1989; 
Bushnell and Donaldson, 1990; Panton, 1990; Williams and 
Papazian, 1990), nor the related problem of asymmetric 
nose/body vortex control on missiles, etc., at high angles of 
attack (Vakili, 1990). However, control by vortices is included 
in this paper. Separation control is addressed for both 
nominally two-dimensional and three-dimensional flows, 
although the knowledge base concerning the latter is 
noticeably deficient. Typically three-dimensional separation 
occurs sooner but is less catastrophic than the quasi-two-
dimensional case (Driver, 1989). 

In the present article, we review methods to control separa
tion for both steady and unsteady boundary layers. Both 
passive and active techniques to prevent or to provoke flow 
detachment are considered. For historical reasons, most of the 
separation control methods discussed in here were developed 
for aircraft wings. The results, however, pertain to fundamen
tal properties of fluid flow and could readily be extended to a 
variety of systems such as diffusers, steam turbine blades, 
wind turbine rotors, pump impellers, and off-shore structure 
components. 

To set the appropriate mechanistic framework for discuss
ing the variety of control tools available, differences between 
steady and unsteady separations are first considered in the 
following section. The governing equations needed to examine 
the local and the instantaneous effects of the different control 
techniques are recalled in Section 3. Available methods to af
fect the shape of the velocity profile and thus to delay or ad
vance separation are discussed in Section 4. In the following 
section, tools for controlling moving-wall and time-dependent 
separations are established. Section 6 addresses the three-
dimensional separation problem. Turbulators to promote 

laminar-to-turbulent transition, thus increasing the boundary 
layer ability to resist separation, are reviewed in Section 7. 
Separation control by active or passive near-wall-momentum 
addition is considered in the following section. In Section 9, a 
very brief discussion of separation provocation is presented. 
Finally, general discussion and concluding remarks are given 
in Section 10. 

2 Steady and Unsteady Separation 

2.1 Steady Separation. Separation of a steady, two-
dimensional boundary layer was explained first by Prandtl 
(1904) in his milestone presentation "Uber Flussigkeits-
bewegung bei sehr kleiner Reibung," in which he introduced 
the Boundary-Layer Theory. Fluid particles near the surface 
are retarded by the friction of the wall and by any adverse 
pressure gradient present in the freestream. If the near-wall 
fluid has insufficient momentum for it to continue its motion, 
it will be brought to rest at the separation point (line). Further 
downstream, the adverse pressure forces will cause reverse 
flow. Since the velocity at the wall is always zero, the gradient 
[dU/dy]y=0 must be positive upstream of separation, zero at 
the point of separation, and negative in the reverse flow 
region. For an axially symmetric flow, the line of separation 
becomes a circle, and the point of vanishing shear still coin
cides with the point of separation. 

In Prandtl's view, the separation point is entirely deter
mined by external conditions. Boundary-layer separation is 
accompanied by a thickening of the rotational flow region and 
ejection of vorticity. Downstream of the separation point the 
shear layer either passes over the region of recirculating fluid 
and reattaches to the body surface or forms a wake and never 
reattaches to the body. The characteristic dimension of the 
recirculating region is quite large in the latter case and is of the 
order of the body height. 

Analytically, the solution of the steady, two-dimensional, 
laminar boundary-layer equations with a prescribed external-
pressure (or external-velocity) distribution breaks down at the 
point of separation, and this is commonly known as the 
Goldstein's singularity, in honor of Sydney Goldstein who 
first noted the singular behavior of the solution near a point of 
zero skin friction (Goldstein, 1948).' The singularity of the 
boundary-layer equations at separation is obviously not a 
physical property of the flow and can be overcome by 
prescribing either the displacement thickness or the wall shear 
distribution instead of the external pressure. This kind of 
analysis is termed inverse calculation. 

2.2 Unsteady Separation. For two-dimensional flow over 
moving walls, two-dimensional unsteady flows, and three-
dimensional steady and unsteady flows, the point (line) of 
vanishing wall shear does not necessarily coincide with separa
tion, and this greatly complicates the problem. This was first 
observed by Rott (1956) while analyzing the unsteady flow in 
the vicinity of a stagnation point. He observed that, while the 
wall shear vanished with an accompanying reverse flow, there 
was no singularity or breakdown of the boundary-layer 
assumptions. In seeking a generalized model for separation, 
Sears (1956) postulated that the unsteady separation point is 
characterized by the simultaneous vanishing of the shear and 
the velocity at a point within the boundary later as seen by an 
observer moving with the velocity of the separation point. 

Moore (1958), while investigating a steady flow over a mov
ing wall, arrived at the same model for unsteady separation. 
Based on an intuitive relationship between steady flow over a 
moving wall and unsteady flow over a fixed wall, Moore was 
able to sketch the expected velocity profiles for both cases as 

For a review of other singularities occurring in the equations for three-
dimensional and/or unsteady boundary-layer flows, see the article by Williams 
(1985). 
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Fig. 1 Streamlines and velocity profiles when a boundary layer over a 
fixed or moving wall separates. 
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Fig. 2 Moore's (1958) postulated velocity profiles for unsteady separa
tion on a fixed wail. 

seen in Figs. 1 and 2. He considered the possibility that a 
Goldstein type singularity occurs at the location where the 
velocity profile has simultaneously zero velocity and shear at a 
point above the moving wall. Equivalently, for unsteady 
separation on a fixed wall, the separation point is the location 
at which both the shear and velocity vanish in a singular 
fashion in a frame of reference moving with the separation 
point. The main drawback of this Moore-Rott-Sears (MRS) 
model in the fixed wall case is that the speed of the separation 
point is not known a priori, making it difficult to locate this 
point and forcing researchers to rely on more qualitative 
measures for unsteady separation. Sears and Telionis (1972a, 
1975) were the first to prove that the boundary-layer separa
tion singularity accompanies detachment of unsteady flows. 
They suggested that the existence of such singularity could 

serve as a criterion for unsteady separation when integrating 
numerically the boundary-layer equations. 

Because of the above difficulty, early attempts to verify this 
important Moore-Rott-Sears model of unsteady separation 
considered the more tractable problem of steady separation 
over moving walls. Both Vidal (1959) and Ludwig (1964) in
vestigated experimentally a shrouded rotating cylinder in 
steady flow. As expected, separation was delayed (moved 
downstream) when the wall moved in the freestream direction 
and was advanced when the wall moved opposite the main 
flow. The measured velocity profiles corresponded to those 
hypothesized by Moore (1958). Telionis and Werle (1973) 
presented an analytical verification of the separation model 
for the case of a downstream moving wall. 

Until the work of Williams and Johnson (1974a, 1974b), the 
relationship between unsteady boundary-layer separation over 
fixed walls and steady separation over moving walls has been 
an intuitive one. By considering the rather general class of 
unsteady, two-dimensional boundary-layer problems which 
could be treated by the method of semisimilar solutions, 
Williams and Johnson (1974a) were able to transform an 
unsteady problem in three independent variables into an 
equivalent problem in two independent variables. This 
transformation made it then possible to use conventional 
numerical techniques for solving steady, nonsimilar 
boundary-layer problems, and allowed the authors to in
vestigate some time-dependent flows where separation occurs 
in a coordinate system for which unsteady separation is most 
easily identified and analyzed. As a practical example, 
Williams and Johnson (1974a) verified the MRS model for 
unsteady separation for a particular time-dependent retarded 
flow the steady flow equivalent of which is the classical linear
ly retarded flow studied by Howarth (1938). 

In a subsequent paper, Williams and Johnson (1974b) 
established a rigorous analytical link between unsteady separa
tion over a fixed wall and steady separation over a moving 
wall for the special case in which the external velocity distribu
tion in the fixed coordinate system is a function only of a 
linear combination of the streamwise coordinate and time and 
where the wall moves downstream with the (constant) speed of 
the unstady separation joint. Once more, Williams and 
Johnson were able to transform a given unsteady flow into a 
steady flow over a wall moving with the speed of the separa
tion point and then to relate this back to the unsteady flow. 

2.2.1 Archetypes of Unsteady Separation. There are two 
distinctly different kinds of unsteady separation. On a body 
oscillating in pitch, the pressure gradient may vary both in 
magnitude and form. On the other hand, if the freestream 
velocity changes periodically with time, the impressed (mean) 
pressure gradient over a fixed surface varies in magnitude but 
not in form during the oscillation. Detailed velocity 
measurements in the first kind are scarce because of the ob
vious difficulties involved in instrumenting a moving body. 
Accordingly, the exact nature of unsteady separation for this 
case remains unclear, despite the abundance of qualitative 
flow visualization data (Gad-el-Hak, 1987). 

Consider first the case of an airfoil oscillating in pitch. Sud
den changes in lift, drag and pitching moment occur near the 
onset of separation. The dynamic stall is characterized by two 
distinctly different flow phenomena (Ericsson, 1971, 1988; 
Ericsson and Reding, 1971, 1987). The first is quasi-steady in 
nature and is due to time lag and boundary layer improvement 
effects. The second phenomena is transient in nature and con
cerns the effects of the forward movement of the separation 
point. As the airfoil leading edge moves upward, the boundary 
layer between the stagnation and separation points experiences 
a moving wall/wall jet effect very similar to that observed on a 
rotating cylinder (Ericsson and Reding, 1984, 1986, 1987; 
Ericsson, 1988). Thus, the boundary layer has a fuller velocity 
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Fig. 3 Envelopes of velocity profiles for periodic oscillations. The 
dashed lines and the arrows indicate the extreme positions of the 
tangents to the profiles at the wall. Schematic representation of 
Despard and Miller's (1971) data. 

Fig. 4 Surveys of total head. (From Harvey and Perry, 1971.) 

profile as compared to the steady case and is therefore more 
resistant to separation. On the downstroke the effect is the op
posite, promoting separation. At stall, a vortex is shed from 
the leading edge and is convected downstream over the chord. 
For high reduced frequency, this spilled vortex remains over 
the airfoil a significant portion of the cycle and extra lift is 
produced. 

The relatively simpler second kind of unsteady separation 
was investigated by Despard and Miller (1971) who performed 
a series of experiments to measure the instantaneous velocity 
profiles in oscillating boundary-layers subject to adverse 
pressure gradients. An array of 10 hot-wire probes was used to 
measure the normal profiles of streamwise velocity at several 
points along the rear portion of an airfoil-like body placed in a 
low-speed wind tunnel. The freestream velocity was varied 
periodically by a set of rotating shutter valves located 
downstream of the test section. The resulting envelopes of the 
velocity profiles throughout the entire cycle of oscillation are 
shown schematically in Fig. 3 for four different stations along 
the body. Within half a boundary layer thickness of the begin
ning of the region of wake formation, the point S in the figure 
exhibits reverse flow or zero velocity gradient at the wall for 
the entire cycle of profiles. This led Despard and Miller to pro
pose a practical definition of unsteady separation as the far
thest upstream point at which there is zero velocity or reverse 
flow at some point in the velocity profile throughout the entire 
oscillation cycle. This approach avoids the difficulty of deter
mining the speed of the separation point as required by the 
Moore-Rott-Sears model. Point Z in Fig. 3 is the farthest 
upstream point at which the wall shear stress passes through 
zero during a complete cycle of oscillation. Therefore, the 
point of vanishing shear oscillates between S and Z, but the 
outer flow remains attached until S. Thus, Despard and 
Miller's results provided the first experimental evidence that a 
thin layer of reversed flow can be embedded at the bottom of 
an otherwise attached boundary layer, as postulated by Moore 

(1958). Despard and Miller further concluded that the 
presence of an oscillating velocity component and a time-
dependent adverse pressure gradient cause the separation 
point to be displaced upstream of its steady flow position. The 
distance between the two points diminishes as the frequency of 
oscillation increases but is rather insensitive to variations in 
the amplitude of the outer flow oscillations. 

Shortly after this important experiment, Sears and Telionis 
(1975) provided a review of the numerical evidence of the 
validity of the Moore-Rott-Sears model. Numerical integra
tions of unsteady laminar and turbulent boundary layers 
showed no evidence of the Goldstein's singularity, even in a 
region of partially reversed flow and through the point of zero 
skin friction. The singularity did appear, however, at the point 
of unsteady separation as defined by the MRS criterion. 

Some controversy still exists over the precise definition of 
unsteady separation. Telionis (1979) reiterated that separation 
means the location on the solid boundary where the flow stops 
creeping over the skin of the body and breaks away from the 
wall, thus generating a turbulent wake. Sears and Telionis 
(1972a, 1972b) argued that abrupt changes of boundary-layer 
properties in the first-order boundary-layer equations may 
signal the approach of the point of separation, or of the 
Goldstein singularity. Despard and Miller (1971), on the other 
hand, defined separation as the farthest upstream station at 
which the shear fluctuates between zero and some negative 
value throughout an entire cycle of freestream oscillation. 
Tsahalis and Telionis (1974) numerically studied the unsteady 
separation in an oscillating flow and found that Despard and 
Miller's criterion could be verified under certain but not all 
situations. 

2.2.2 Turbulent Boundary Layers. The carefully ex
ecuted, well-documented experiments of Simpson and his col
leagues (Shiloh et al., 1981; Simpson et al., 1981a, 1981b, 
1983; Simpson and Shivaprasad, 1983) are very useful in 
understanding some of the basics of steady and unsteady 
separation in turbulent flows. Simpson et al. investigated the 
structure separating, nominally two-dimensional, turbulent 
boundary layers in a steady freestream (Shiloh et al., 1981; 
Simpson et al., 1981a, 1981b) as well as in a sinusoidally 
oscillating freestream (Simpson et al., 1983; Simpson and 
Shivaprasad, 1983). Their experiments illustrate both the 
similarities and differences between steady and unsteady 
separations. Upstream of where intermittent backflow begins, 
the flow behaves in a quasisteady manner. Downstream, there 
are nonquasisteady effects on the ensemble-averaged flow 
structure. Also, the hysteresis effects in the ensemble-averaged 
velocity profiles are more pronounced for higher-reduced-
frequency freestream oscillations. 

2.3 Vortex-Induced Separation. Separation can be trig
gered experimentally with concentrated vortices moving close 
to a wall. Harvey and Perry (1971) placed a half-span rec
tangular wing in a wind tunnel and observed the evolution of 
the resulting single tip vortex as it passes over a downstream 
moving floor (Fig. 4). Total-head surveys in planes across the 
flow were conducted to observe separation and the formation 
of a secondary vortex of opposite sense to the main one. The 
secondary vortex causes a rebounding of the trailing vortex, as 
sketched in Fig. 5. Similar effects are present when a ring 
vortex approaches a wall normal to its propagation direction 
(Magarvey and McLatchy, 1964; Schneider, 1980). In the lat
ter case, a downstream-moving unsteady separation is 
produced. 

Ho (1986) attributes the sparseness of a positive experimen
tal proof (or disproof) of the Moore-Rott-Sears criterion for 
unsteady separation to the difficulty of measuring the 
separated velocity near the wall. The temporal variation of the 
resulting three-dimensional velocity field necessitates the use 
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Fig. 5 Suggested interpretation of the total-head surveys. (From 
Harvey and Perry, 1971.) 

of a large number of small, fast-response probes and a co
lossal data acquisition and storage system. This problem is 
particularly acute for an upstream moving separation, where 
flow reversal occurs leading to additional measuring dif
ficulties. No flow reversal occurs in a downstream moving 
separation, and hot-wire probes can then be used to survey the 
flow field in the vicinity of the wall. 

Detailed measurements of the downstream-moving separa
tion caused by periodic ring vortices impinging normally onto 
a flat plate were conducted by Didden and Ho (1985). They 
forced an axisymmetric jet to produce a train of primary ring 
vortices in the air-jet shear layer sketched at the top of Figure 
6. The phase-locked flow visualization pictures obtained by 
Didden and Ho using smoke clearly show that the wall-jet 
boundary layer evolves into a secondary vortex, counter-
rotating with respect to the primary vortex, and periodically 
separates. The unsteady separation is induced by the primary 
vortex and moves downstream in the radial mean-flow direc
tion, thus allowing detailed measurements with hot-wire 
probes. The phase-averaged measurements of normal and 
radial velocity components provide data for locating the onset 
of separation in space and time. 

Like all other cases discussed thus far, the unsteady separa
tion phenomenon observed in the impinging jet flow involves 
a strong viscous-inviscid interaction. The detailed data ob
tained by Didden and Ho (1985) reval the following sequence 
of events. The primary ring vortex in the inviscid region pro
duces a fast moving stream while it approaches the wall. The 
resulting accelerating flow causes a negative wall pressure in 
the low-pressure region downstream from the jet axis. Further 
downstream, pressure recovery results in an unsteady adverse 
pressure gradient which retards the flow in the viscous layer. 
Hence, a strong shear layer is generated at the viscous-inviscid 
interface. The instability of this shear layer leads to the rollup 
of the vortex sheet and the formation of a secondary vortex. 
The ejection of this secondary vortex, believed to be 
associated with the onset of unsteady separation, leads to an 
abrupt increase in the momentum thickness and the formation 
of a bulge that convects downstream at the same speed as the 
zero-shear-stress point of the radial velocity profile. In other 
words, the unsteady separation is originated from a local shear 
layer, which is initiated in the viscous region by the unsteady 
adverse pressure gradient produced by the primary vortex. 

At the instant of apparent separation, a sharp, high-
amplitude suction peak occurs in the surface pressure 
signature of the secondary vortex, as shown with the broken 
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Fig. 6 Forced axisymmetric jet impinging normally onto a flat plate. 
Phase averaged pressure traces at the instant of separation ((/.I = 0.15) 
and after a short time interval (t/3 = 0.3). (From Didden and Ho, 1985.) 

line in Fig. 6 representing the (normalized) phase-averaged 
surface pressure trace at t/3 = 0.15, where t is time and 3 is the 
period of the forcing signal. After the passing of both the 
primary and secondary vortices, the boundary layer reattaches 
and a high-level pressure is found in the wake of separation, as 
shown with the solid line in Fig. 6, a short time after separa
tion (r/3 = 0.3). 

Because of the appearance of a sharp, negative peak 
pressure at about the same time as the secondary vortex and 
the fact that the relatively more gentle negative pressure in
duced by the primary vortex as it passes very nearly parallel to 
the wall was not expected to change, Didden and Ho (1985) 
conjectured that the observed high-amplitude pressure fluc
tuations are caused by the unsteady separation rather than by 
the primary vortex. They reiterated that, while viscosity does 
not play an important role in the stability of the spatially 
developing local shear layer, viscous effects are essential for 
producing the shear layer before the onset of the unsteady 
separation. 

Since a local shear layer has been observed in many other 
separated flows, Ho (1986) contends that such a shear layer is 
a generic flow module to all separated flows. This interesting 
idea of associating unsteady separation with a spatially 
developing local shear layer allows researchers in the subject 
area to borrow from the extensive knowledge available in free 
shear layer studies (Ho and Huang, 1982; Ho and Huerre, 
1984). Many examples of this association are provided in the 
review paper by Gad-el-Hak (1987). 

The qualitative criteria of separation, namely, the thicken
ing of the boundary layer, the ejection of vorticity, and the 
vanishing of the wall shear, do not appear at the same time nor 
convect at the same speed in the unsteady case. The Moore-
Rott-Sears criterion for unsteady separation is a quantitative 
one. However, as mentioned earlier, the convection speed of 
the separation point is not known a priori, and this greatly in
creases the difficulty of the problem. By choosing an ap
propriate frame of reference based on a well-documented flow 
field, Didden and Ho (1985) were able to provide positive 
proof of the Moore-Rott-Sears criterion for a downstream-
moving separation. Moreover, at the separation position and 
in a frame moving at the local velocity of the point of zero 
shear stress (or the convection speed of the boundary-layer's 
bulge), the phase-averaged streamlines were found to form a 
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closed recirculating region, in qualitative agreement with the 
calculations reported by Walker (1978) for a line vortex near a 
wall. 

3 Governing Equations 

To examine the local and instantaneous effects of many of 
the separation control tools to be described in this paper, con
sider a rigid wall such that £/= W=Q every where along it. At 
the wall, y = 0, the Navier-Stokes equations for an incom
pressible fluid read: 
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where the subscript [ ]0 indicates flow quantities computed at 
the wall, U, V, and W are the instantaneous velocity com
ponents in the streamwise, normal and spanwise (x, y, and z) 
directions, respectively, v„ is the normal velocity at the wall 
(positive for injection and negative for suction), P is the in
stantaneous pressure, and v is the kinematic viscosity which in 
general varies with space and time as a result of surface 
heating/cooling, film boiling, cavitation, sublimation, 
chemical reaction, wall injection of higher/lower viscosity 
fluid, or the presence of shear thinning/thickening additive. 

The above equations indicate that the instantaneous flux of 
spanwise vorticity (dU/dy) and streamwise (dW/dy) at the 
wall2 can be affected by suction/injection, streamwise or 
spanwise pressure gradient, or change of viscosity in the nor
mal direction. Analogies between these stimuli are often made 
based on equations (l)-(3) or the corresponding equation for 
the mean streamwise momentum: 

K[ 
dU 

dy o p 

dv r dT dU 

dx -t dT L dy dy 

d2U vduvi _ r az t /" i 
L dy Jo ~~ L dy2 Jo ' 

(4) 

where T is the mean temperature field and U is the time-
averaged streamwise velocity. In this equation, viscosity is 
assumed to change as a result of surface heat transfer. The 
right-hand side of (4) is the flux of mean spanwise vorticity, 
Qz = — d U/dy, at the surface. In the absence of suction/injec
tion, pressure gradient, and surface heating/cooling, the first 
three terms on the left-hand side of (4) vanish. 

For a laminar boundary layer, the Reynolds stress term in 
(4) vanishes. For the turbulent case, the fourth term on the 
left-hand side is the slope of the normal profile of uv at y = 0. 
This term could be asymptotically estimated as the wall is ap
proached. Consider a Taylor's series expansion in powers of/ 
in the neighborhood of the point y = 0. As a result of the no-
slip condition, the streamwise velocity fluctuations u varies 
linearly with/ . To conserve mass, the normal velocity fluctua
tions must vary as y2. It follows then that very near the wall 
(within the viscous sublayer), the tangential Reynolds stress uv 
varies at least as yl and that duv/dy varies as y2. At the wall 

2Assuming spatially uniform v„, dV/dx and dV/dz are both zero at the wall. 
Moreover, normal vorticity must vanish at y = 0 due to the no-slip condition. 

itself, j> = 0 and [duv/dy]0=0, although close to the wall the 
slope of the tangential Reynolds stress profile is quite large. 

It can be deduced from equation (4) that the mean stream-
wise velocity profile for the canonical turbulent boundary 
layer (two-dimensional, incompressible, isothermal, zero 
pressure gradient, over an impervious, rigid surface) will have 
a zero curvature at the wall. Notwithstanding this common 
characteristic with the Blasius boundary layer (Fig. 7 (b)), the 
turbulent boundary layer is quite different from the laminar 
one. As pointed'out by Lighthill (1963), turbulent mixing con
centrates most of the mean vorticity much closer to the wall as 
compared to the laminar case. The mean vorticity at the wall, 
[dU/dy]0, is typically an order of magnitude larger than that 
in the laminar case. This explains the higher skin-friction drag 
associated with a turbulent flow. Turbulent mixing also causes 
the mean vorticity to migrate away from the wall and about 5 
percent of the total is found much farther from the surface. 
The flux of mean spanwise vorticity is zero at the wall itself 
but very large close to it, reaching a maximum at about the 
same location where the root-mean-square vorticity fluctua
tions peak (near the edge of the viscous sublayer). This trait is 
responsible for the turbulent boundary layer's resistance to 
separation. 

For a steady, incompressible flow around a two-
dimensional or axisymmetric surface of small curvature, the 
time-averaged continuity and streamwise momentum equa
tions can be integrated in the normal direction to yield the von 
Karman integral equation: 

dx 

+ 25„ (-1) 1 dU0 

Un dx 

dR 

R dx J 
- 2 -

Un 
(5) 

where Cf is the local skin-friction coefficient, 8* and 5e are the 
displacement and momentum thicknesses, respectively, U0 is 
the velocity outside the boundary layer, R is the radius of cur
vature of the wall, and vw is the normal velocity of fluid in
jected through the surface. Equation (5) is valid for both 
laminar and turbulent boundary layers. 

In the next five sections, available and contemplated flow 
control methods to delay or to provoke separation will be 
discussed. The equations developed in this section for laminar 
and turbulent boundary layers will help in presenting a unified 
view of the different control techniques. 

4 Velocity Profile Modifiers 

As mentioned in Section 2.1, Prandtl (1904) was the first to 
explain the mechanics of separation. He provided a precise 
criterion for its onset for the case of a steady, two-dimensional 
boundary layer developing over a fixed wall. If such a flow is 
retarded, the near-wall fluid may have insufficient momentum 
to continue its motion and will be brought to rest at the point 
of separation. Fluid particles behind this point move in a 
direction opposite to the external stream and the original 
boundary-layer fluid passes over a region of recirculating 
flow. Since the velocity at the wall is always zero, the gradient 
[dU/dy]0 will be positive upstream of separation, zero at the 
point of separation, and negative in the reverse flow region. 
The velocity profile at separation must then have a positive 
curvature at the wall. However, [b2U/dy2] is negative at a 
large distance from the wall, which means the velocity profile 
at separation must have a point of inflection somewhere above 
the wall as shown in Fig. 1(d). Since [d2U/dy2]0>0 is a 
necessary condition for a steady, two-dimensional boundary 
layer to separate, the opposite, i.e., a negative curvature of the 
velocity profile at the wall, must be a sufficient condition for 
the boundary-layer flow to remain attached. 

The above arguments naturally lead to several possible 
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Fig. 7(d) Profile at the point of steady, two-dimensional separation 

Fig. 7 Normal velocity profile in a boundary layer. 

methods of control to delay (or advance) steady, two-
dimensional separation that rely on modifying the shape of the 
velocity profile near the wall. Namely, the object is to keep 
[d2U/dy2]0 as negative as possible, or in other words to make 
the velocity profile as full as possible (Fig. 1(a)). In this case, 
the magnitude of the spanwise vorticity decreases mono-
tonically away from the wall and the surface vorticity flux is in 
the positive y direction. Not surprisingly, then, methods of 
control to postpone separation that rely on changing the 
velocity profile are similar to those used to delay laminar-to-
turbulent transition (Gad-el-Hak, 1989b). 

Inspection of the momentum equations, (l)-(3), indicates 
that separation control methods may include the use of wall 
suction {vw<0), favorable pressure gradient (dP/dx<0), sur
face cooling in gases (dix,/dT>Q; [dT/dy]0>0), or surface 
heating in liquids (dfi/dT<0; [dT/dy]0<Q). Obviously any 
one or a combination of these methods may be used in a par
ticular situation. For example, beyond the point of minimum 
pressure on a streamlined body the pressure gradient is adverse 
and the boundary layer will separate if the pressure rise is suf
ficiently steep; however, enough suction may be applied there 
to overcome the retarding effects of the adverse pressure gra
dient and to prevent separation. Each of these velocity profile 
modifiers is covered in more details in the following. 

4.1 Shaping. For any two-dimensional, subsonic flow 
over a closed-surface body, adverse pressure gradient always 
occurs somewhere in the aft region. Streamlining can greatly 
reduce the steepness of the pressure rise, leading to the preven
tion or postponement of separation. Numerous biological 
species are endowed with body shapes that avoid separation 
and allow for minimum fluid resistance to their motion in air 
or water. Archaic Homo sapiens discovered, through scores of 
trials and errors, the value of streamlining spears, sickle-
shaped boomerangs, and fin-stabilized arrows (Williams, 
1987). In supersonic flows, pressure always rises across a 
shock wave and a boundary layer may separate as a result of 
the wave interaction with the viscous flow (Young, 1953; 
Lange, 1954). 

Laminar boundary layers can only support very small 
adverse pressure gradients without separation. In fact, if the 
ambient incompressible fluid decelerates in the streamwise 
direction faster than U0~x~0-09, the flow separates 
(Schlichting, 1979). On the other hand, a turbulent boundary 
layer, being an excellent momentum conductor, is capable of 
overcoming much larger adverse pressure gradients without 

separation. In this case, separation is avoided for external 
flow deceleration up to U0 ~x~0'23 (Schlichting, 1979). The ef
ficient momentum transport that characterizes turbulent flows 
provides the mechanism for mixing the slower fluid near the 
wall with the faster fluid particles further out. The forward 
movement of the boundary-layer fluid against pressure and 
viscous forces is facilitated and separation is, thus, postponed. 
According to the experimental results of Schubauer and 
Spangenberg (1960), a larger total pressure increase with 
separation is possible in the turbulent case by having larger 
adverse pressure gradient in the beginning and continuing at a 
progressively reduced rate of increase. 

To expand the attached flow operational envelope to off-
design conditions using the concept of pressure gradient 
mitigation generally requires some form of variable geometry 
such as vanes, slats, or flaps. These can be combined with 
other separation control techniques such as active or passive 
blowing, rotating cylinder at the flap knee, or use of an 
injection-stabilized trapped vortex. For low-speed flows, 
bodies can now be designed for incipiently separated flow over 
large surface areas using the so-called Stratford closure 
discussed in Section 4.1.1 (Smith, 1977; Smith et al., 1981). 
While minimizing skin friction drag, this approach exacer
bates the attached-flow, viscous-induced form or pressure 
drag, and the minimum drag body is actually a less extreme 
design. Also, such bodies tend to generate large separated flow 
regions off-design, and therefore some form of standby flow 
separation control would probably be required to ensure 
reasonable off-design performance. 

4.1.1 Skin Friction. The skin friction downstream of the 
separation line is negative. However, the increase in pressure 
drag that results from flow detachment is far greater than the 
saving in skin-friction drag. The papers by Stratford (1959a, 
1959b) provide useful discussion on the prediction of 
turbulent-boundary-layer separation and the concept of flow 
with continuously zero skin-friction throughout its region of 
pressure rise. By specifying that the turbulent boundary layer 
be just at the condition of separation, without actually 
separating, at all positions in the pressure rise region, Strat
ford (1959b) experimentally verified that such flows achieve a 
specified pressure rise in the shortest possible distance and 
with the least possible dissipation of energy. A lifting surface 
which could utilize the Stafford's distribution immediately 
after transition from laminar to turbulent flow would be ex
pected to have very low skin-friction as well as pressure drag. 
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Fig. 8 Sketch of a laminar separation bubble. 
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Liebeck (1978) successfully followed this strategy using a 
highly polished wing to achieve the best lift-to-drag ratio (over 
200) of any airfoil tested in the low-Reynolds-number range of 
5x 105 - 2 x 106. He argued that the entire pressure-recovery 
region of an airfoil's upper surface would be operating at its 
maximum capacity if the adverse pressure distribution was 
uniformly critically close to separation. By assuming an 
incipient-separation turbulent profile, Liebeck calculated the 
pressure field required then used an inverse calculation pro
cedure to derive the airfoil shape from the given critical-
velocity distribution. 

When attempting to reduce skin-friction drag by driving the 
boundary layer towards separation, a major concern is the 
flow behavior at off-design conditions as discussed in Section 
4.1. A slight increase in angle of attack for example can lead to 
separation and consequent large drag increase as well as loss 
of lift. High performance airfoils with lift-to-drag ratio of 
over 100 utilize carefully controlled adverse pressure gradient 
to retard the near-wall fluid, but their performance 
deteriorates rapidly outside a narrow envelope (Carmichael, 
1974). 

4.1.2 Separation Bubbles. Laminar-to-turbulent transi
tion on the upper surface of a lifting surface typically occurs at 
the first onset of adverse pressure gradient if the Reynolds 
number exceeds 106. The separation-resistant turbulent 
boundary layer that evolves in the pressure recovery region 
results in higher maximum lift and a relatively larger angle of 
stall. At lower Reynolds numbers and depending on the se

verity of the initial adverse gradient (hence on the airfoil 
shape), laminar separation may take place prior to transition. 
For sufficiently low Re, the separated flow will not reattach to 
the surface. However, in the intermediate Reynolds number 
range of typically 104 —106, transition to turbulence takes 
place in the free-shear layer due to its increased susceptibility 
(Gad-el-Hak, 1990b). Subsequent turbulent entertainment of 
high-speed fluid causes the flow to return to the surface, thus 
forming what is known as a laminar separation bubble, as 
sketched in Fig. 8. Regardless of whether or not the flow 
subsequently reattaches, the laminar separation leads to 
higher form drag and lower maximum lift. Delicate contour
ing of the airfoil near the minimum pressure point to lessen the 
severity of the adverse pressure gradient may be used to ac
complish separation-free transition (Pfenninger and Vemuru, 
1990). 

As an example of the effects of the lifting surface's shape on 
its performance, consider the lift curves for the three airfoil 
sections NACA 633-0.18, NACA 63-009, and NACA 64A006. 
These airfoils have maximum thicknesses of 0.18c, 0.09c, and 
0.06c, respectively, where c is the chord. The respective 
leading edge radii are 0.021c, 0.006c, and 0.003c. Figure 9, 
adapted from the measurements by McCullough and Gault 
(1951), depicts CL vs. a curves for the three sections at chord 
Reynolds number of 5.8 x 106. For the thick section, NACA 
633-018, transition takes place near the minimum pressure 
point (Fitzgerald and Mueller, 1990). Stalling in this case is of 
the trailing edge type and is preceded by a gradual movement 
of the separation point of the turbulent boundary layer for
ward from the trailing edge as a increases. A laminar separa
tion bubble is formed on the other two sections at small in
cidence. However, the NACA 63-009 section experiences a 
sudden leading edge stall when the bubble bursts with no 
subsequent reattachment, while the NACA 64A006 section ex
periences a more gradual thin-airfoil stall (McCullough, 1955; 
Crabtree, 1957). In the latter case, the short bubble breaks 
down into a longer bubble at an angle of attack of 5 deg caus
ing a slight discontinuity in the lift curve. Subsequent increase 
in a leads to a movement of the reattachment point towards 
the trailing edge. The maximum lift in this case is about 40% 
lower than that for the thick airfoil. The stall angle is also 
lower. 

A second example is provided for an airfoil specifically 
designed for the low-Reynolds-number regime. The Eppler 61 
has a maximum thickness of 0.056c and is highly cambered. 
Mueller and Burns (1982) reported lift, drag, and smoke 
visualization data for this airfoil section in the range of 
Reynolds numbers of 3x 1 0 4 - 2 x 105. A sample of their lift 
and drag curves at three different speeds is depicted in Figure 
10. At a negative angle of attack of about - 3 deg, the flow 
around the cambered airfoil separates at the leading edge on 
the lower surface, without further reattachment. Zero lift is 
measured at this angle and is correlated with the appearance of 
smooth smokelines above and below the airfoil to form an un-
cambered, symmetrical shape, as shown in the photographs in 
Fig. 11. This explains the deviation of the zero lift angle as 
well as the shape of the lift curve from those predicted by thin 
airfoil theory. Strong Reynolds number effects are evident in 
both the lift and drag curves. At increasing angles of attack, 
the Eppler 61 's performance is similar to that of the other thin 
airfoil depicted in Fig. 9(c), although the maximum lift coef
ficient is higher in the former case. 

4.2 Transpiration. The second method to avert separation 
by changing the curvature of the velocity profile at the wall in
volves withdrawing the near-wall fluid through slots or porous 
surfaces. Prandtl (1904) applied suction through a spanwise 
slit on one side of a circular cylinder. His flow visualizatoin 
photographs convincingly showed that the boundary layer 
adhered to the suction side of the cylinder over a considerably 
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The shape factor at the point of separation of a laminar
boundary layer is A = - 12, and from equations (6) and (7) the
expressions for the curvature of the velocity profile at the wall
and the boundary-layer thickness become, respectively:

[ a2 UJ _ 12 Uo (8)ayz 0 - -0-2- ,

I -12 v
o==~ dUoldx . (9)

The velocity distribution, dUoldx, is determined from the
potential flow solution. As an example, suppose we wish to
compute the suction coefficient, Cq == Iv", IIUo, which is just
sufficient to prevent laminar separation from the surface of a
cylinder. By assuming that the velocity profiles in the vicinity
of separation are identical with that at the point of separation
and computing dUoldx at the downstream stagnation point,
Prandtl (1935) used the momentum integral equation, (5), and
the above results to make a simple estimate of the required
suction:

Cq =4.36 Re- O.5 , (10)

where Re is the Reynolds number based on the cylinder
diameter and the freestream velocity.

Several researchers have used similar approximate methods
to calculate the laminar boundary layer on a body of arbitrary
shape with arbitrary suction distribution (see, e.g., Schlichting
and Pechau, 1959; Chang, 1970). A particularly simple
calculation is due to Truckenbrodt (1956). He reduces the

Fig. 11(c) (l = 8 deg

Fig. 11 Smoke·wire flow visualization at Rc = 8.7 x 104. (From Mueller
and Burns, 1982.)
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Fig. 10 Reynolds number effects on lift and drag of the Eppler 61 air·
foil. (Adapted from Mueller and Burns, 1982.)
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larger portion of its surface. By removing the decelerated fluid
particles in the near-wall region, the velocity gradient at the
wall is increased, the curvature of the velocity profile near the
surface becomes more negative, and separation is avoided. In
the following, an approximate method to compute the amount
of suction needed to prevent laminar separation is briefly
recalled (Prandtl, 1935).

For a laminar boundary layer, the ratio of pressure forces to
viscous forces is proportional to the shape factor, A:

02 dUo dPo 02

A=------, (6)
v dx dx /LUo

where 0 is the boundary layer thickness, Uo is the velocity out
side the boundary layer, v is the kinematic viscosity, /L is the
dynamic viscosity, and dPoldx is the pressure gradient in the
streamwise direction. At separation, [a Ulay] 0 = 0 and equa
tion (4) reads:
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Fig. 12 Schematic of porous airfoil. 

problem to solving a first-order ordinary differential equa
tion. As an example, for a symmetrical Zhukovskii airfoil with 
uniform suction, Truckenbrodt predicts a suction coefficient 
just sufficient to prevent separation of: 

C? = 1.12Re-°-\ (11) 

where Re is the Reynolds number based on the airfoil chord 
and the freestream velocity. 

For turbulent boundary-layers, semi-empirical methods of 
calculation are inevitably used due to the well-known closure 
problem. Suction coefficients in the range of Cq = 0.002 -
0.004 are sufficient to prevent separation on a typical airfoil 
(Schlichting, 1959; Schlichting and Pechau, 1959). Optimally, 
the suction should be concentrated on the low-pressure side of 
the airfoil just a short distance behind the nose where, at large 
angles of attack, the largest local adverse pressure gradient 
occurs. 

4.2.1 Passive Suction. For the high-speed, shock-
boundary-layer interaction case, a passive porous surface can 
be used to mitigate the local pressure gradients and obviate 
separation as well as reduce wave drag/shock losses (Bahi et 
al., 1983; Savu and Trifu, 1984; Nagamatsu et al., 1985, 1987; 
Raghunathan, 1985; Stanewsky and Krogmann, 1985; Barn
well et al., 1987; Koval'nogov et al., 1987) in both transonic 
and supersonic flows (Bauer and Hernandez, 1988). The basic 
device, sketched in Fig. 12, is an empty subsurface plenum 
covered by a porous surface and located underneath the 
shock-boundary-layer interaction region. Such a passive 
porous surface allows mass to self-bleed from downstream of 
the shock to upstream, resulting in a more gradual viscous-
inviscid interaction, a series of weaker shock waves and re
duced pressure gradients. Flow separation is then delayed and 
wave drag is minimized. Suction implemented via passive 
bleed is employed as an integral part of the technologically im
portant case of high-speed inlet design (Delery, 1985; 
Viswanath, 1988). 

4.2.2 Suction Optimization. Flow separation control by 
suction is the other conventional technique which, along with 
blowing, is within the capacity of contemporary CFD for 
design and optimization via tailored and perhaps distributed 
flow profiles and is well reviewed in readily available 
literature. Suction can be instituted via active or passive 
systems, with the boundary-layer diverter constituting the 
reductio ad absurdum. The parameter space for separation 
control by suction (or injection) includes: distribution of mass 
transfer location vis-a-vis adverse pressure gradient regions; 
spatial distribution (discrete, continuous); exit orientation; 
tailoring of orifice velocity profiles; active or passive 
source/sink; and distribution of suction/injection both chord-
wise and span wise. 

In summary, studies of suction control at high speeds in
dicate that suction holes should probably be inclined in the 
upstream direction (Purohit, 1987); that upstream control is 
less effective than direct control of the separated flow region; 
and that optimum distributed suction requires several in
dependent plenum chambers to avoid local backflows and 
consequent loss of suction control. An additional possibility 
for high-speed flows is to utilize the embedded near-wall span-

wise vortex structure associated with swept shocks to remove 
the inner portion of the incident boundary layer (S. M. 
Bogdonoff; private communication). This may require provi
sion of an additional control shock ' upstream of the 
interaction. 

The increased interest in, and favorable flight experience 
with, hybrid laminar flow control (where suction is employed 
in the leading-edge region ahead of wing box) has revived in
terest in suction control for the subsonic case. Preliminary 
studies indicate that the LFC suction system for cruise applica
tion is not incompatible with leading-edge region suction 
separation control or high-lift requirements for both CTOL 
and SST (supersonic transport) applications. Flight ex
periments of leading-edge suction systems for high lift (e.g., 
Hunter and Johnson, 1954) and LFC (Hefner and Sabo, 1987) 
do not indicate any stoppers. A combined approach has con
siderable promise, using the same suction surface and system 
for both LFC at cruise and leading-edge-region high lift for 
takeoff and landing. For LFC, there is the added benefit of 
eliminating the joints, etc., associated with conventional 
leading-edge, variable-geometry devices. 

4.3 Wall Heat Transfer. The third term in equation (1) 
points to yet another method to delay boundary-layer separa
tion. By transferring heat from the wall to the fluid in liquids 
or from the fluid to the wall in gases, this term adds a negative 
contribution to the curvature of the velocity profile at the wall 
and, hence, causes the separation point to move farther aft. If 
the surface of a body in a compressible gas is cooled, the near-
wall fluid will have larger density and smaller viscosity than 
that in the case with no heat transfer. The smaller viscosity 
results in a fuller velocity profile and higher speeds near the 
wall. Combined with the larger density, this yields a higher 
momentum for the near-wall fluid particles and, hence, the 
boundary layer becomes more resistant to separation. 
Although this method of control has been successfully applied 
to delay transition in both water and air flows (see the review 
article by Gad-el-Hak, 1989b), its use to prevent separation 
has been demonstrated only for high-speed gaseous flows. 
These effects are confirmed via the analytical results of Libby 
(1954), Illingworth (1954), and Morduchow and Grape (1955). 
Experimental verification is provided by the work of Gadd et 
al. (1958), Bernard and Siestrunck (1959), and Lankford 
(1960; 1961). Excellent summaries of the problem of heat 
transfer effects on the separation of a compressible boundary 
layer are available in Gadd (1960) and Chang (1970, 1976). 

Active separation control by wall cooling in air is 
straightforward. The technique might be particularly ap
propriate for high-altitude, long-endurance vehicles (HALE) 
having thick, low-Reynolds-number wings and cryogenic fuel 
to provide the requisite heat sink (e.g., Baullinger and Page, 
1989). Unfortunately the method is mainly restricted to 
cryogenically-fueled aircraft. This makes it particularly ap
propriate for hypersonic applications such as shock-
boundary-layer interactions on hydrogen-fueled vehicles. 
Cooling in air works according to both experiment and theory 
for low (Macha et al., 1972; Lin and Ash, 1986) as well as high 
(Spaid, 1972; Ogorodnikov et al., 1972) speeds. 

In liquids, surface heating lowers the near-wall viscosity but 
the density remains essentially unchanged. Using simple 
asymptotic analysis of the coupled energy and momentum 
equations, Aroesty and Berger (1975) compared the effec
tiveness of wall heating to suction as a means of delaying 
separation for a prescribed adverse pressure gradient in a 
water boundary layer. They concluded that surface heating 
can be used in water to delay separation somewhat. However, 
it seems that this analytical result has not been confirmed 
experimentally. 

In addition to surface heating/cooling, several other 
methods are available to establish a viscosity gradient in a 
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Fig. 13 Various rotating cylinder configurations used to increase lift 
and delay stall of an airfoil. 
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Fig. 14 Tractor-trailer truck with rotating cylinders. 

wall-bounded flow and thus to affect the location of separa
tion. These include, film boiling, cavitation, sublimation, 
chemical reaction, wall injection of a secondary fluid having 
lower/higher viscosity, and the introduction into the 
boundary layer of shear-thinning/shear-thickening additive. 

5 Moving-Wall and Time-Dependent Separations 

5.1 Moving Walls. The moving-wall effects can be ex
ploited to postpone separation. For a surface moving 
downstream, the relative motion between the wall and the 
freestream is minimized and thus the growth of the boundary 
layer is inhibited. Furthermore, the surface motion injects ad
ditional momentum into the near-wall flow. Prandtl (1925) 
demonstrated the effects of rotating a cylinder placed in a 
uniform stream at right angles to its axis. Separation is com
pletely eliminated on the side of the cylinder where the wall 
and the freestream move in the same direction. On the other 
side of the cylinder separation is developed only incompletely. 
In fact, for high enough values of circulation, the entire flow 
field can be approximated by the potential flow theory. The 
asymmetry causes a force on the cylinder at right angle to the 
mean flow direction. This important phenomenon, known as 
the Magnus effect (Magnus, 1852; Swanson, 1961), is ex
ploited in several sport balls (Mehta, 1985a) and even in an ex
perimental device used for propelling ships, known as the 
Flettner's (1924) rotor. 

From a practical point of view, wall motion for body shapes 
other than circular cylinders or spheres is prohibitively com
plicated, although it is feasible to replace a small portion of 
the surface of, say, an airfoil by a rotating cylinder thus 
energizing the boundary-layer and avoiding separation 
(Alvarez-Calderon, 1964). Rotating cylinders have been suc
cessfully employed to delay separation at the leading and trail
ing edges of airfoils and control surfaces (Johnson et al., 1975; 
Mokhtarian and Modi, 1988; Mokhtarian et al., 1988a, 1988b; 
Modi et al., 1989) at flap junctures (Alvarez-Calderon, 1964; 
Lee, 1974; Tennant et al., 1975; Modi et al., 1980), and in dif-
fusers (Tennant, 1973). Critical parameters include rotational 
speed and cylinder-to-fixed surface gap. 

Flight tests were conducted on an YOV-10A STOL-type air
craft having flaps with rotating cylinders at their leading edges 
(Cichy et al., 1972; Weiberg et al., 1973; Cook et al., 1974). 
With the flaps in lowered position, the cylinders were rotated 
at high speed and lift coefficients as high as 4.3 were recorded 

at a modest flying speed of 30 m/s along approaches up to - 8 
deg. Modi and his colleagues (Modi et al., 1981; Mokhtarian 
and Modi, 1988) carried out a comprehensive wind tunnel test 
program involving a family of airfoils each having one or 
more rotating cylinders located at the leading edge, the trailing 
edge or the upper surface, as sketched in Fig. 13. Under op
timum conditions, the lift coefficient increased by as much as 
200 percent and the stall angle was delayed to 48 deg. 

Quite recently, Modi et al. (1990) extended the concept of 
moving surface boundary-layer control to reduce the drag of 
land vehicles. On a scale-model of a typical tractor-trailer 
truck configuration having a splined rotating cylinder at the 
top leading edge of the trailer (Fig. 14), drag was lowered by as 
much as 27 percent when the cylinder surface velocity was 3.7 
times the freestream speed. Modi et al. maintain that this 
separation control concept is essentially semi-passive in 
character requiring negligible amount of power for its 
implementation. 

Creating a wall-slip layer biases the mean flow such that a 
larger pressure gradient can be tolerated before separation oc
curs. There are essentially two techniques for establishing a 
slip layer on the wall to mitigate separation. The first of these 
is to actually translate the wall itself, e.g., moving belts or em
bedded rotating cylinders as discussed above. The other ap
proach is the establishment of stabilized cavity vortex flows. 
Either small-scale (Migay, 1960a, 1960b, 1961, 1962a, 1962b, 
1962c; Stull and Velkoff, 1975; Howard and Goodman, 1985) 
or large-scale (Ringleb, 1961; Adkins, 1975; Adkins et al., 
1980; Burd, 1981; Chow et al., 1985; Krall and Haight, 1972; 
Haight et al., 1974) vortex stabilization is necessary, otherwise 
the trapped vortex will generally periodically shed downstream 
causing disrupted operation and higher drag and losses. 
Stabilization techniques include injection (Krall and Haight, 
1972; Haight et al., 1974); suction (Adkins, 1975; Adkins et 
al., 1980; Burd, 1981; Chow et al., 1985); and/or viscous 
forces via low-cavity-Reynolds number (e.g., Howard and 
Goodman, 1985). The vortex flap is the latest version of such a 
device. These slip-layer separation control techniques work 
for moderately separated flows, but in extreme cases reverse 
flow can still occur away from the surface (Zhuk and Ryzhov, 
1980). 

5.2 Time-Dependent Separation. For time-dependent 
flows, the separation point is no longer stationary but rather 
moves along the surface of the body. The Moore-Rott-Sears 
(MRS) criterion states that unsteady separation occurs when 
the shear and velocity vanish simultaneously and in a singular 
fashion at a point within the boundary layer as seen by an 
observer moving with the separation point (Rott, 1956; Sears, 
1956; Moore, 1958). Steady separation is clearly included in 
this model as a special case. The main drawback of the MRS 
criterion is that the speed of the separation point is not known 
a priori, making it difficult to locate this point and forcing 
researchers to rely on more qualitative measures for unsteady 
separation. 

In analogy to the moving wall case, unsteady separation is 
(temporally) postponed when the separation point moves 
upstream as is the case on the suction side of airfoil undergo
ing a pitching motion from small to large angles of attack. 
Conversely, when an airfoil is pitched from large to small at
tack angle, the separation point on the suction side moves 
downstream and separation is advanced, much the same as the 
case of a wall moving upstream. 

An airfoil oscillating sinusoidally through high angles of at
tack can produce very high lift coefficients and maintain flow 
attachment well beyond static stall attack angles (McCroskey, 
1977; 1982). During the upstroke, the separation point moves 
upstream and reverse flow exists in an attached and 
mathematically well-behaved boundary layer. The global 
aerodynamic properties of a pitching airfoil are strongly in-
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fluenced by the local unsteady separation. Sudden changes of 
lift, drag, and pitching moment occur near the onset of 
separation and the spillage of a leading edge vortex. These ef
fects are particularly significant at high frequencies and large 
amplitudes. Moment stall is observed when the reverse-flow 
region extends over most of the airfoil and a large-scale vortex 
is formed near the leading edge. A discontinuous increase in 
circulation is associated with the spilled vortex. During this 
phase of the cycle, lift continues to increase. Lift stall follows 
moment stall and occurs when the separation vortex reaches 
the latter half of the airfoil and a double-peaked pressure 
distribution results on the suction side. In other words, the 
suction on the upper surface of the airfoil continues to in
crease at the initial stages of separation, and a sudden decrease 
in suction does not occur until the leading edge is in the wake 
of separation. 

Similar phenomena are observed on three-dimensional 
lifting surfaces undergoing pitching motion (Gad-el-Hak, 
1986, 1988a, 1988b; Gad-el-Hak and Ho, 1986a). For highly 
swept wings, both steady as well as unsteady flows are vortex 
dominated. The latter flow is characterized by the existence of 
unsteady large- and small-scale vortices that go through a 
growth-decay cycle with hysteresis during each period (Gad-el-
Hak and Ho, 1985, 1986b; Kandil and Chuang, 1990a, 1990b; 
Atta and Rockwell, 1990; Huyer et al., 1990). 

According to Ericsson (1967; 1988), the forces on an airfoil 
oscillating in pitch will deviate from the static forces realized 
at the instantaneous angle of attack due to the superposition 
of two effects. First, the frequency-induced normal velocity 
distribution over the airfoil. This so-called q effect can be 
visualized as a frequency-induced camber. Secondly, the effect 
of attack angle rate of change, the so-called a effect. This can 
be visualized as a frequency-induced change of the mean 
velocity vector or plunging. During the upstroke, a pitching 
airfoil will appear as having a positive camber and as plung
ing. According to the unsteady Bernoulli's equation, the local 
pressure gradient is less adverse in the dynamic case. Thus, the 
boundary layer at a particular a during the upstroke has a 
more favorable upstream time history as compared to the 
static case. The opposite effects take place during the 
downstroke. 

Insects, most of whom mate and eat while airborne, exploit 
unsteady separation effects to achieve remarkable 
aerodynamic characteristics. The dragonfly, in existence for 
approximately 250 million years, presumably survived in
numerable life and death aerodynamic struggles (Luttges et 
al., 1984; Luttges, 1989). The enviably large lift coefficients 
generated by the chalcid wasp during hovering suggest the ex
istence of an efficient unsteady lift generation mechanism 
(Weis-Fogh, 1973; Lighthill, 1973; Maxworthy, 1979; 1981). 

6 Three-Dimensional Separation 

Three-dimensional boundary layers are more common in 
practical flow situations than two-dimensional ones. Bodies of 
revolution at some angle of attack, flow near wing tips, tur
bine blades, pump impellers, and low-aspect-ratio wings are 
examples of flow fields in which three-dimensional effects 
dominate. As mentioned earlier, the point of boundary-layer 
separation from a three-dimensional body does not necessarily 
coincide with the point of vanishing wall shear. Instead, the 
shear stress at the wall is equal to zero only at a limited 
number of points along the separation line. The number and 
type of these critical or singular points must satisfy certain 
topological laws (Lighthill, 1963; Tobak and Peake, 1982). 
The projection of the limiting streamlines as the distance from 
the wall goes to zero coincides with the skin-friction lines on 
the surface of the body. Oil-streak techniques and the like are 
usually used to obtain separation and attachment patterns for 
steady, three-dimensional flows (Maltby, 1962). A necessary 

condition for the occurrence of flow separation is the con
vergence of skin-friction lines onto a particular line. Because 
of the three-dimensionality of the flow, the near-wall fluid 
may move in a direction in which the pressure gradient is more 
favorable and not against the adverse pressure in the direction 
of the main flow as is the case for two-dimensional flows. 
Consequently, three-dimensional boundary-layers are in 
general more capable of overcoming an adverse pressure gra
dient without separation. 

Three-dimensional relief of the streamwise adverse pressure 
gradient may be exploited to delay separation. Properly 
designed corrugated trailing edges can provide sufficient ease
ment to postpone the separation at higher angles of attack. In 
nature, three-dimensional serrated geometry is to be found in 
the trailing edges of the fins and wings of many aquatic 
animals and birds (Norman and Fraser, 1937; Lighthill, 1975). 
For man-made lifting surfaces, the same concept was tested in 
the low-Reynolds-number regime by Vijgen et al. (1989). They 
reported a modest 5 percent increase in the maximum lift-to-
drag ratio when triangular serrations were added to the trail
ing edge of a natural-laminar-flow airfoil (Gad-el-Hak, 
1990b). 

7 Turbulators 

A turbulent boundary layer is more resistant to separation 
than a laminar one and mostly for that reason transition ad
vancement may be desired in some situations. In low-
Reynolds-number terminology, the transition promoting 
devices are called turbulators. For a zero-pressure-gradient 
boundary layer, transition typically occurs at a Reynolds 
number based on distance from leading edge of the order of 
106. The critical Re below which perturbations of all wave 
numbers decay is about 6xl04 . To advance the transition 
Reynolds number, one may attempt to lower the critical Re, 
increase the growth rate of Tollmien-Schlichting waves, or in
troduce large disturbances that can cause bypass transition. 
The first two routes involve altering the shape of the velocity 
profile using wall motion, injection, adverse pressure gra
dient, or surface heating in gases or cooling in liquids. The 
third route, exposing the boundary layer to large disturbances, 
is much simpler to implement though more difficult to analyze 
(Smith and Kaups, 1968; Cebeci and Chang, 1978; Nayfeh et 
al., 1986; Cebeci and Egan, 1989). 

Morkovin (1984) broadly classifies the large disturbances 
that can cause bypass transition into steady or unsteady ones 
originating into the freestream or at the body surface. The 
most common example is single, multiple or distributed 
roughness elements placed on the wall. The mechanical 
roughness elements, in the form of serrations, strips, bumps 
or ridges, are typically placed near the airfoil's leading edge. If 
the roughness characteristic-length is large enough, the dis
turbance introduced is nonlinear and bypass transition takes 
place. For a discrete three-dimensional roughness element of 
height-to-width ratio of one, Tani (1969) reports a transition 
Reynolds number of Rj — 300 for a roughness Reynolds 
number of RK —103. In here, Rj is based on the velocity out
side the boundary layer and the displacement thickness 
(Rj = U0d*/v), and RK is based on the height of the roughness 
element and the velocity in the undisturbed boundary layer at 
the height of the element (RK =U (K)K/V). Note that the transi
tion Reynolds number, R|, indicated above is below the 
critical R| = 420 predicted from the linear stability theory. For 
a roughness Reynolds number of about 600, transition occurs 
at Rj = 103. For a smooth surface, transition typically takes 
place at R£=2.6xl03. An important consideration when 
designing a turbulator is to produce turbulence and suppress 
laminar separation without causing the boundary layer to 
become unnecessarily thick. A thick turbulent wall-bounded 
flow suffers more drag and is more susceptible to separation 
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Fig. 15 Airfoil performance as a function of chord Reynolds number. 
(From McMasters and Henderson, 1980.) 

than a thin one. Consistent with this observation, available 
data (Fig. 15) indicates that a rough airfoil has higher lift-to-
drag ratio than a smooth one for Rc < 105, but that this trait is 
reversed at higher Reynolds numbers. 

For low-Reynolds-number airfoils, performance may be im
proved by reducing the size of the laminar separation bubble 
through the use of transition ramps (Eppler and Somers, 
1985), boundary layer trips (Davidson, 1985; Van Ingen and 
Boermans, 1986), or even pneumatic turbulators (Pfenninger 
and Vemuru, 1990). Donovan and Selig (1989) provide exten
sive data using both methods for 40 airfoils in the Reynolds 
number range of 6 x 104 - 3 x 105. A long region of roughly 
constant adverse pressure gradient on the upper surface of a 
lifting surface (termed a bubble ramp) achieves a lower drag 
than the more conventional laminar-type velocity distribution 
in which initially the pressure remains approximately constant 
and then quickly recovers. Trips were also used to shorten the 
separation bubble. A simple two-dimensional trip performed 
as well or better than zig-zag tape, hemisphere bumps, and 
normal blowing. Donovan and Selig concluded that an airfoil 
which performs poorly at low Reynolds numbers can be im
proved through the use of turbulators. Trips were less effec
tive, however, at improving airfoils which normally had low 
drag. 

Other large disturbances that could lead to early transition 
include high turbulence levels in the freestream, external 
acoustic excitations, particulate contamination, and surface 
vibration. These are often termed environmental tripping. 
Transition could also be effected by detecting naturally occur
ring T-S waves and artificially introducing in-phase waves. 
Transition could be considerably advanced, on demand, using 
this wave superposition principle. 

Early transition could also be achieved by exploiting other 
routes to turbulence such as Taylor-Gortler or cross-flow vor
tices (Taylor, 1923; Gortler, 1955; Gregory et al., 1955; Reed 
and Saric, 1987; Saric and Reed, 1989). For example, a very 
mild negative curvature of (0.003/6*) results in the generation 
of strong streamwise vortices. In this case, transition Reynolds 
number is lowered from Rj —2600 for the flat-plate case to 
Rf-700 for the curved surface (Tani, 1969). For high Mach 
number flows, the general decay in spatial amplification rate 
of T-S waves makes conventional tripping more difficult as 
the Mach number increases (Reshotko, 1976). For these flows, 
trips that generate oblique vorticity waves of appropriate 
wavelength may be most effective to advance the transition 
location. 

The last issue to be considered in this section is augmenta
tion of the turbulence for a shear flow that has already 
undergone transition. Notwithstanding that the turbulence 
levels and the Reynolds stresses are highest immediately 
following transition (Harvey et al., 1969), the newly developed 

turbulent flow is in general less capable of resisting separation 
than a corresponding flow at higher speeds (Lissaman, 1983). 
Turbulence augmentation in the low-Reynolds-number case is 
then a useful control goal to energize the flow and to enhance 
its ability to resist separation at higher angles of attack. 
Roughness will enhance the turbulence, but its associated drag 
must be carefully considered. Other devices to enhance the 
turbulent mixing include vane-type vortex generators, which 
draw energy from the external flow, or wheeler-type or 
Kuethe-type generators, which are fully submerged within the 
boundary layer and presumably have less associated drag 
penalty (Rao and Kariya, 1988). These and other devices will 
be detailed in the next section. 

8 Momentum Addition to Near-Wall Flow 

8.1 Introductory Remarks. Near-wall momentum addi
tion is the usual approach of choice for control of residual 
flow separation remaining after mitigation of the causative 
pressure field or for off-design conditions. Common to all 
these control methods is the supply of additional energy to the 
near-wall fluid particles which are being retarded in the 
boundary layer. The additional longitudinal momentum is 
provided either from an external source or through local 
redirection into the wall region. Passive techniques do not re
quire auxiliary power, but do have an assoicated drag penalty, 
and include intentional tripping of transition from laminar to 
turbulent flow upstream of what would be a laminar separa
tion point (Mangalam et al., 1986; Harvey, 1986), boundary-
layer fences to prevent separation at the tips of swept-back 
wings, placing an array of vortex generators on the body to 
raise the turbulence level and enhance the momentum and 
energy in the neighborhood of the wall (Mehta, 1985b; Rao 
and Kariya, 1988), rippled trailing edge (Werle et al., 1987), 
streamwise corrugations (Mabey, 1988), stepped afterbodies 
to form a system of captive vortices in the base of a blunt body 
(Kentfield, 1985a, 1985b; Kidd et al., 1990), or using a screen 
to divert the flow and increase the velocity gradient at the wall. 

Active methods to postpone separation require energy ex
penditure. Obviously, the energy gained by the effective con
trol of separation must exceed that required by the device. In 
addition to suction or heat transfer reviewed in Sections 4.2 
and 4.3, fluid may be injected parallel to the wall to augment 
the shear-layer momentum or normal to the wall to enhance 
the mixing rate (Horstmann and Quast, 1981). Either a blower 
is used or the pressure difference that exists on the 
aerodynamic body itself is utilized to discharge the fluid into 
the retarded region of the boundary layer. The latter method is 
found in nature in the thumb pinion of a pheasant, the split-
tail of a falcon, or the layered wing feathers of some birds. 

In man-made devices, passive blowing through leading-edge 
slots and trailing-edge flaps is commonly used on aircraft 
wings, as sketched in Fig. 16. Although in this case direct 
energy expenditure is not required, the blowing intensity is 
limited by the pressure differentials obtainable on the body 
itself. Nevertheless, the effect of passive blowing on lift and 
drag could be dramatic. This is shown convincingly in Figure 
17 for the NACA 23012 airfoil section with no flap, with a 
single trailing-edge flap and with a double-slotted flap. Com
pared to the clean (no flap) case, when a single trailing-edge 
flap is used the maximum lift is increased by about 175 percent 
while the section drag at CLmax is increased by more than 180 
percent. The corresponding numbers when a double-slotted 
flap is used are respectively, 230 and 500 percent. The induced 
drag, which must be considered in addition to the section 
drag, is proportional to C\, and the total drag, therefore, rises 
sharply at low aircraft speeds. 

Many of the control methods discussed in this section could 
be used for external as well as internal flows. For example, 
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Fig. 17 Effects of trailing-edge flaps on lift and section drag. NACA 
23012 airfoil section. (Adapted from data by Abbott and von Doenhoff, 
1959.) 

Viets (1980) used an asymmetrical rotating cam embedded in 
the wall to produce large eddies in a turbulent boundary layer 
with zero- and adverse-pressure gradients. By using this device 
in a wide-angle diffuser, Viets et al. (1981a) were able to 
postpone the natural separation and dramatically improve the 
diffuser's performance. 

8.2 Passive Vortex Generation. Passive momentum addi
tion is most commonly carried out via one of two general ap
proaches, either macro overturning of the mean flow using 
embedded streamwise vortices generated by fixed lifting sur
faces, or Reynolds stress amplification which leads to in
creased cross-stream momentum transfer. Conventional 
passive vortex generators (VGs) date from the 1940's (Taylor, 
1948a) and are simple, effective and generally the first tried as 
a fix to an existing flow separation problem. Passive VGs have 
been applied, for example, to compressor blades (Staniforth, 
1958), diffusers (Henry et al., 1956; Feir, 1965; Brown et al., 
1968), airfoils (Pearcey, 1961; Nickerson, 1986; Bragg and 
Gregorek, 1987), and the afterbody of aircraft fuselages 
(Calarese et al., 1985; Wortmann, 1987). What these em
bedded vortices do is cause overturning of the near-wall flow 
via macro motions. Fluid particles with high streamwise 
momentum are swept along helical paths toward the surface to 
mix with and, to a certain extent, to replace the retarded near-
wall flow. The vortex influence upon the turbulence can ac
tually be debilitating due to streamline curvature-induced 
stabilization. 

Essentially small-aspect-ratio airfoils mounted normal to 
the surface, the vortex generators' individual parametrization 
include planform shape, section profile and camber, yaw 

angle, aspect ratio, and height with respect to the boundary-
layer thickness. The spatial relationship of the devices is also 
critical, e.g., co-rotating versus contra-rotating biplane and 
wing, use of downstream rein/orcers, and spacing. Counter-
rotating vortices force large regions of vorticity to rise above 
the surface and hence are often not as efficient as corotating 
devices. However, corotating vortices with too close a spacing 
undergo mutual vorticity cancellation, therefore spacing is 
critical in this case. 

Nominal guidelines for conventional VGs are given in the 
papers by Taylor (1948b); Henry et al. (1956); and Pearcey 
(1961): aspect ratio of 0.5-1; rectangular or triangular plan-
form with either simple flat plate or low-Reynolds-number air
foil cross-section; yaw angle less than 15 deg; and individual 
height on the order of the boundary-layer thickness. For co-
rotating devices, the span wise spacing should be greater than 3 
times the device height to avoid interactive cancellation or an
nihilation of the vortical structures. The recommended 
nominal spanwise spacing for contra-rotating vortex produc
tion devices is on the order of 4-5 device heights. These con
ventional vortex generating devices produce sizable parasitic 
drag. When employed to handle off-design problems, the VGs 
cause a reduction in cruise performance, unless the devices are 
retracted when not needed. The papers by Schubauer and 
Spangenberg (1960); Gadetskii et al. (1972); Liandrat et al. 
(1986); Cutler and Bradshaw (1986; 1989); Inger and 
Siebersma (1988); Mehta (1988); and Briedenthal and Russell 
(1988) provide generic studies of vortex generator physics and 
operation. Application to supersonic flows is summarized by 
Gartling (1970). 

Several approaches are now available to optimize the per
formance of passive vortex generators. The first of these is the 
use of downstream reinforcers; which are vortex generators of 
the same sense located in the path of the upstream-generated 
vortex to maintain the strength of the overturning motion 
(Kuethe, 1973; Wheeler, 1984; Lin and Howard, 1989; Rao 
and Kariya, 1988). A second optimizatoin approach is surpris
ingly recent and consists of simply reducing the device height 
from the order 6 to 0[6V5] or less (Rao and Kariya, 1988; Lin 
and Howard, 1989; Lin et al., 1990a). This size reduction 
significantly diminishes the parasitic drag and is enabled by 
the extreme fullness of the mean velocity profile in a turbulent 
boundary layer. In other words, with sizable longitudinal 
momentum levels readily available quite close to the surface, it 
is not necessary to have 0[5] devices. Such sub-& devices must 
be placed closer to the nominal separation location and 
therefore may be less suitable than larger devices for situations 
where the separation region is not relatively localized. 

Alternative approaches for separation control by stream-
wise vortices are the V-shaped cutouts of the NACA's flush in
let, leading-edge serrations (Harris and Bartlett, 1972; Soder-
man, 1972; Barker, 1986) and use of large-scale (flow field 
versus boundary-layer scale) vortical motions to control 
separation on highly swept wings. Such motions can be 
generated by either auxiliary lifting devices, e.g., canards, or 
by simple abrupt planform variations such as wing leading-
edge extensions (LEXs). Such large-scale vortical motions 
alter both the near-wall momentum and the basic pressure 
field, generating increased lift. Problems with such an ap
proach include vortex bursting, usually caused primarily by 
adverse pressure gradients. Control of bursting is actually con
trol of vortices and is a subsidiary problem of separation con
trol by vortices (Vakili, 1990). 

8.3 Passive Turbulence Amplification. The fundamental 
flow separation control approach associated with turbulence 
amplification is augmentation of the cross-stream momentum 
via Reynolds stresses in as much as the overall pressure rise for 
incipient separation is directly proportional to the square root 
of the skin-friction coefficient of the undisturbed boundary 
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layer (Hayakawa and Squire, 1982). The zeroth order con
sideration for most separation control is to ensure a turbulent 
rather than laminar boundary-layer state. For Reynolds 
numbers less than 0[107], this may necessitate use of various 
boundary-layer tripping devices such as roughness and 
waviness, passive or active mass transfer, acoustic fields, body 
vibration, or even elevated freestream disturbance levels. 

Once a turbulent boundary-layer flow is established, large-
scale dynamic transverse vortical entities can be generated to 
augment the innate turbulent Reynolds stress field beyond the 
usual amplification concomitant with the adverse pressure 
gradients usually associated with separation. Applicable 
devices include transverse cylinders or flow control rails 
mounted just above, or in the outer part of, the boundary 
layer (Sajben et al., 1976). Airfoils with chord the 0[S] 
mounted parallel to the body in the outer part of the boundary 
layer and set at angle of attack also generate large transverse 
dynamic vortical motions (Corke et al., 1980), as can em
bedded cavity (Helmholtz) resonator surfaces. Dynamic three-
dimensional horseshoe or hairpin eddies can be generated in 
the tip flow of three-dimensional stubs mounted normal to the 
surface. Except for the flow control rail, which works quite 
well, these passive devices have received only limited attention 
and development for flow separation control. 

Howard and Goodman (1985; 1987) recently investigated 
the effectiveness of two passive techniques to reduce flow 
separation, transverse rectangular grooves and longitudinal V-
grooves placed in the aft shoulder region of a bluff body. Both 
types of grooves were beneficial in reducing the form drag on 
a body at zero and moderate angles of yaw. Basically, the 
grooves work by redirecting the outer-flow momentum to the 
near-wall region through the three-dimensionalization of a 
two-dimensional flow. This is an example of locally mitigating 
the adverse pressure gradient through partial boattailing. Lin 
et al. (1990b) extended the longitudinal groove approach to 
the low-speed, two-dimensional rearward-facing ramp. Their 
closely packed grooves resulted in a reduction of the reattach
ment distance by up to 66 percent. Selby and Miandoab (1990) 
reported that the base pressure of a blunt trailing-edge airfoil 
with surface grooves increased with increasing groove depth 
and angle. They speculated that minimally attached flow in 
the grooves is the mechanism by which fluid of higher momen
tum is redirected to the base flow region to effect an increase 
in the pressure. 

Additional turbulence amplification ploys include 
destabilizing longitudinal surface curvature in order to in
crease wall shear, concave for boundary layers and convex for 
wall jets (coanda effect). For high speeds, use of upstream 
shock-wave-interaction, which can amplify turbulence 
significantly (Anyiwo and Bushnell, 1982; Zang et al., 1984), 
also delays separation (Schofield, 1985; Gol'd Fel'd and 
Zatoloka, 1979). The use and/or generation of freestream tur
bulence/disturbance fields with intermediate scale motions 
also amplifies turbulence in the boundary layer and delays 
separation (Hoffmann, 1981; Sasaki and Kiya, 1985; Hoff
mann et al., 1988; Isomoto and Honami, 1989). 

8.4 Active Wall-Region Momentum Addition. Active 
momentum addition techniques include streamwise vortex 
generation via discrete blowing or injection, tur
bulence/Reynolds stress amplification through use of 
dynamically activated or driven devices, and direct tangential 
injection of high-velocity fluid. The two passive techniques 
discussed in Sections 8.2 and 8.3, vortex generation and tur
bulence amplification, can also be employed via active 
systems. Of particular interest is the use of discrete jet injec
tion for streamwise vortex generation. This concept arose in 
the 1950's (Wallis and Stuart, 1958; Pearcey, 1961; Kukainis, 
1969; Wimpenny, 1970) and is the subject of current research 
(Zhang and Sheng, 1987; Reynolds et al., 1988; Johnston and 

Nishi, 1989; 1990; Compton and Johnston, 1991). What is 
particularly appealing is the ability to deploy or retract the 
vortex generators as required, which eliminates parasitic drag 
in the retracted nonblowing condition. The associated fluid 
supply lines operate at high pressure and are thus relatively 
small. They might even be utilizable as structural reinforce
ment elements. The status of research in this area is such that, 
while it is clear that discrete jets will generate vortices and 
delay separation, the approach has not yet been optimized. 
Research is required to determine optimal injection orienta
tion, spacing, individual hole geometry and size, velocity, 
pressure, and finally location vis-a-vis the adverse pressure 
gradient regions. Papell (1984) addresses vortex generation 
within the injection jet itself. Another use of injection for 
vortex generation is spanwise injection along the leading edges 
of swept wings for upper surface separation control (e.g., 
Bradley and Wray, 1974). Employing spanwise arrays of 
small, skewed, pitched jets from holes in the surface, 
Johnston and Nishi (1990) have shown that the jets can pro
duce longitudinal vortices strong enough to substantially 
reduce and nearly eliminate a large stalled region of a tur
bulent separated flow. 

A relatively recent development in flow separation control is 
active turbulence amplification in the bounding shear layer for 
flows already separated. The fundamental concept is excita
tion and, through phasing, enhanced interaction of large 
transverse eddy structures near and downstream of the separa
tion point, thereby amplifying the mixing in the shear layer 
bounding the separated flow region. This increases entrain-
ment and generally reduces the extent of separation. For in
itially laminar flows, the zeroth order influence of dynamic 
forcing is to both trip transition and enhance the eddy 
dynamics of the low-Reynolds-number shear-layer (e.g., Col
lins, 1979; 1981; Mullin et al., 1980; Sigurdson and Roshko, 
1985; DeMeis, 1986; Durbin and McKinzie, 1987; Huang et 
al., 1987; Neuburger and Wygnanski, 1988; Zaman and 
McKinzie, 1989; Bar-Sever, 1989). 

Various dynamic devices have been tried for the initially tur
bulent flow case including acoustic drivers (Bhattacharjee et 
al., 1985), oscillating embedded plates, spoilers and flaps 
(Reisenthel et al., 1985; Roos and Kegelman, 1986; Miau et 
al., 1988; Chen and Shi Ying, 1989; Katz et al., 1989a; 1989b), 
both chordwise and spanwise dynamic blowing (Oyler and 
Palmer, 1972; Ely and Berrier, 1975; Vakili et al., 1988; 
Vakili, 1990), rotating cams (Viets et al., 1979, 1981a, 1981b, 
1981c, 1984), and even dynamic motions of the entire body. 
One of the few large-scale dynamic experiments thus far is also 
one of the earliest (Oyler and Palmer, 1972). The same in
cremental increase in lift was achieved with only 50 percent of 
the blowing mass flow required for the steady-state case. What 
is obvious from the initially turbulent, dynamic-input separa
tion control research thus far is that, once again, the method 
works. What is not so obvious is how well it would work in 
engineering applications and the nature and operating range 
of the optimal dynamic devices. 

8,4.1 Wall Jets. Direct tangential injection, wall jet, was 
and still is the preferred and straightforward flow separation 
control technique which has been applied to military fighters 
and STOL transports. High-pressure air can be used enabling 
relatively small interior lines as opposed to suction control 
which, while generally more energy efficient than blowing at 
both low and high speeds, usually requires larger interior 
ducting (Gratzer, 1971). In some applications, a lighter gas is 
introduced to reduce the rate at which heat is exchanged be
tween the wall and the external stream and, thus, to provide 
thermal protection at high supersonic velocities. 

High-pressure bleed air was readily available from the early 
jet engines but less so for modern high-bypass-ratio turbofans. 
CFD can now be used to design the system and optimize the 
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injection velocity profile for a given mass flow for optimal 
separation delay (see Saripalli and Simpson, 1980). 
Performance can be further enhanced by convex longitudinal 
curvature (coanda effect). Tangential blowing is also used to 
stabilize a trapped vortex, particularly in the knee region of 
wing flaps. The literature for the steady blowing case is both 
extensive and readily available, with most information dating 
from the 1950's. Separation control by blowing at high speeds 
is covered in the reviews by Delery (1985) and Viswanath 
(1988). Of possible interest for separation control via direct 
tangentional injection is the application of turbulence control 
techniques to reduce the mixing between the injected and inci
dent flows and thereby preserve the high near-wall momentum 
for a larger extent downstream (Mclnville et al., 1985). 

Tangential jet blowing over the upper surface of a rounded 
trailing-edge airfoil sets an effective Kutta condition by fixing 
the location of separation. This circulation control concept 
was initially described by Cheeseman and Seed (1967), and a 
substantial data base has been gathered since then for the pur
pose of performance evaluation (Kind, 1967; Wood and 
Nielsen, 1985; Novak, 1987). More recently, McLachlan 
(1989) conducted an experimental study of the flow past a 
two-dimensional circulation control airfoil under steady 
leading/trailing-edge blowing. In the range of chord Reynolds 
numbers of 1.2 x 105 -3 .9x 105, McLachlan observed a 
dramatic increase in the lift coefficient when trailing-edge 
blowing was used to control the location of the rear separation 
points. He reported a gain in the lift coefficient of the order of 
80 times the injected momentum coefficient. When leading-
edge blowing was employed simultaneously, a slight decrease 
in lift was observed. 

Although not directly related to separation control, jets in 
the form of thin sheets exiting in the spanwise direction from 
the tips of a straight wing can be used to enhance the lift 
through an effective enlargement of the wing span (Wu et al., 
1983; 1984; Tavella et al., 1988; Leeetal., 1989; Vakili, 1990). 
This application was first reported in 1956 by Ayers and Wild, 
and suggests the possibility of using such an arrangement in 
place of conventional ailerons or flaps to alter the 
aerodynamic forces acting on an aircraft (Tavella et al., 
1986b). Either a single long slot (Lee et al., 1986; Tavella et 
al., 1986a) or several short ones (Wu et al., 1983; 1984) are 
used along the entire chord at the wing tips. The enlargement 
of the aspect ratio associated with the lateral displacement of 
the tip vortices via blowing leads also to a reduction of the in
duced drag as well as to a beneficial effect on stall. 

8.4.2 Additional Active Control Methods. Other active 
methods for controlling boundary layer separation and reat
tachment include the use of acoustic excitations (Collins and 
Zelenevitz, 1975; Ahuja et al., 1983; Ahuja and Burrin, 1984, 
Zaman et al., 1987; Huang et al., 1987), periodic forcing of 
the velocity field via an oscillating flap or wire (Koga et al. 
1984; Sigurdson and Roshko, 1985; Reisenthel et al., 1985; 
Roos et al., 1986; Katz et al., 1989a; 1989b; Bar-Sever, 1989), 
and oscillatory surface heating (Maestrello et al., 1988). 

As early as 1948, Schubaur and Skramstad observed that 
sound at particular frequencies and intensities could enhance 
the momentum exchange within a boundary layer and could, 
therefore, advance the transition location. Collins and 
Zelenevitz (1975) and Collins (1979; 1981) introduced the ex
ternal acoustic excitation technique to enhance the lift of an 
airfoil. In this case, sound is radiated onto the wall from a 
source outside the boundary layer. Using the same technique 
at chord Reynolds number up to 1 x 106, Ahuja et al. (1983) 
and Ahuja and Burrin (1984) successfully demonstrated that 
sound at a preferential frequency and sufficient amplitude can 
postpone turbulent separation on an airfoil in both pre- and 
post-stall regimes. The optimum frequency was found to be 
41/^/c (Strouhal number = 4), where U^ is the freestream 

velocity and c is the airfoil chord. Goldstein (1984) speculates 
that the delay in separation in Ahuja et al.'s (1983) experiment 
resulted from enhanced entrainment promoted by instability 
waves that were triggered on the separated shear layer by the 
acoustic excitation. 

Zaman et al. (1987) conducted further study of the 
beneficial interaction between external acoustic excitation and 
the separated flow around an airfoil at high angle of attack. 
They found that the most effective separation control is 
achieved at frequencies at which the acoustic standing waves 
in their wind tunnel induce transverse velocity fluctuations in 
the vicinity of the lifting surface. The loudspeakers used by 
Zaman et al. (1987) as well as by Ahuja et al. (1983) essentially 
excited the resonant modes in their respective wind tunnels 
and one of these modes forced the shear layers separating 
from their respective airfoils. Extremely high level of excita
tion was required, however, to maintain these wind tunnel 
resonance modes, making the external acoustic excitation 
technique impractical for actual applications. Zaman et al. 
(1987) speculated that a more effective separation control can 
be obtained by direct introduction of velocity disturbances. 

Huang et al. (1987) introduced the internal acoustic excita
tion technique, in which sound is emanated from a hole or a 
slot on the surface of a lifting surface. The loudspeaker in this 
case is essentially used as a piston to produce localized vortici-
ty perturbations at the leading edge of the airfoil. Very recent
ly, Hsiao et al. (1990) reported improved aerodynamic per
formance of a two-dimensional airfoil using sound emitted 
from three narrow wall slots located near the leading edge. 
The sound pressure levels used in their experiment was 
substantially lower than that used externally by other resear
chers. Additionally, a correct Strouhal number scaling was 
achieved. Hsiao et al. (1990) concluded that the enhancement 
of momentum transport resulting from the sound excitation 
produce a suction peak at the leading edge, an increase of lift 
and a narrower wake, as long as the excitation frequency is 
locked-in to the most unstable frequency of the separated 
shear layer. 

To directly disturb the velocity field, Koga et al. (1984) used 
a computer-controlled spoiler-like flap in a flat-plate turbulent 
boundary layer with and without modelled upstream separa
tion. They were able to manipulate the separated flow region 
and its reattachment length characteristics by varying the fre
quency, amplitude and waveform of the oscillating flap. 
Reynolds and Car (1985) offer a plausible explanation, from 
the viewpoint of a vorticity framework, for the experimental 
observations of Koga et al. It seems that the large-scale vor
tical structures produced by forcing play a major role in 
enhancing mixing and entrainment, thus leading to reattach
ment. The active flap controls the size of the separated region 
by providing an additional mechanism for removing vorticity 
from this zone, namely, large-scale vortex convection. Recent 
experiments by Nelson et al. (1987; 1990) seem to confirm that 
the dominant mechanism of vorticity transport behind an 
oscillating spoiler is convective. 

Periodic forcing of the velocity field has been shown to 
reduce reattachment length in both laminar and turbulent 
flows on a number of other basic geometrical configurations 
(Sigurdson and Roshko, 1985; Roos et al., 1986; Katz et al., 
1989a, 1989b; Bar-Sever, 1989). At a chord Reynolds number 
in the range of I x l 0 5 - 3 x l 0 5 , Bar-Sever (1989) used an 
oscillating wire to introduce transverse velocity fluctuations 
into a separated shear layer on an airfoil at high incidence. 
The effectiveness of this separation control technique is 
depicted in Fig. 18, showing the variation of unforced and 
forced lift coefficients as a function of angle of attack. For 
each angle, the forced case represents the best lift achieved at 
any combination of forcing frequency and amplitude. At 
a = 20 deg, the controlled forcing moved the separation from 
the leading edge to about 0.8c. A wide band of forcing re-
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Angle o( Attack (deg.) 
Fig. 18 Lift coefficient variation with angle of attack for unforced and 
best forced case; Rc = 1.5 x 105. (From Bar-Sever, 1989.) 

duced frequencies (0.7-2.7) was found to be effective, with 
diminishing influence at lower frequencies. 

9 Separation Provocation 

Although most of the control methods reviewed thus far are 
designed to prevent separation, under certain circumstances 
the designer may wish to provoke separation. Controlled 
separation is associated with the formation of jets, throttling 
action in household faucets, and noisy as well as musical 
acoustic effects generated by flow. During takeoff and landing 
of a supersonic aircraft, a freestream flap may be used to pro
voke leading-edge separation followed by reattachment at the 
leading edge of the flap, thus forming a thicker pseudo-body 
with the desired aerodynamic shape as shown in Fig. 19 
adapted from Hurley (1961). The airfoil has then a relatively 
high lift coefficient, although its lift-to-drag ratio is quite low. 

The detached bow shock forming upstream of a blunt body 
in supersonic flight may be changed into a weaker, attached 
oblique shock by placing a spike in front of the body. The 
pressure rise and the presence of a solid surface on which a 
boundary layer forms causes the flow to separate downstream 
of the spike tip. A properly designed spike may result in lower 
drag, higher lift, and corresponding change in pitching mo
ment (Wood, 1961). 

Periodic separation may also be provoked by changes in the 
wall geometry. Francis et al. (1979) initiated separation on an 
airfoil by periodically inserting and removing a spoiler at the 
wall. Viets et al. (1984) studied separation inducement and 
control by use of a cam-shaped rotor mounted on an airfoil. 
The cam, either driven or free-wheeling, periodically extended 
out into the flow causing the boundary layer to separate. 
Large-scale coherent spanwise structures were periodically 
generated and were responsible for the flow detachment as ex
plained by Reynolds and Carr (1985). 

9.1 Delta Wings. On a sharp-leading-edge delta wing, the 
separation position is fixed and a strong shear layer is formed 
along the entire edge (Lee and Ho, 1989; 1990). The shear 
layer is wrapped up in a spiral fashion, which results in a large-
bound vortex on each side of the wing. The two vortices ap
pear on the suction surface of the wind in the form of an ex
panding helix when viewed from the apex. The low pressure 
assoicated with the vortices produces additional lift on the 
wing, often called nonlinear or vortex lift, which is particular
ly important at large angles of attack. The recent experiments 
of Gad-el-Hak and Blackwelder (1985) have indicated that 
small discrete vortices are shed parallel to the leading edge at a 
repeatable frequency, determined by the angle of attack and 
Reynolds number. Repeated vortex pairings result in the for
mation of progressively larger vortices. This process can be 
modulated by weak, periodic suction/injection through a 

Fig. 19(a) During supersonic flight 

Fig. 19(b) During takeoff and landing 

Fig. 19 Freestream flap. 

leading edge slot. In particular, when the perturbation fre
quency is a subharmonic of the natural shedding frequency, 
the evolution of the bounded shear layer is dramatically 
altered (Gad-el-Hak and Blackwelder, 1987; Blackwelder et 
al., 1987). 

Wood and Roberts (1986; 1988) examined the feasibility of 
vortex control by tangential mass injection at the leading edge 
of a 60 deg delta wing. Their initial experimental results in
dicate that modest continuous blowing was capable of ex
tending the regime of stable, controlled vortical flow over the 
upper surface of the wing by approximately 30 deg angle of at
tack. Increases in maximum normal force of 30 percent were 
achieved and significant rolling moments were produced at at
tack angles of 35-60 deg. On a delta wing with rounded 
leading edges, the blowing seems to control the location of the 
crossflow separation points and hence the trajectories of the 
ensuing vortices. Wood and Roberts (1988) propose that this 
blowing scheme may be a practical solution for changing the 
normal force without changing attitude, for the production of 
both steady and transient control moments at extremely high 
angles of attack, and for increasing the lift-to-drag ratio of 
very slender bodies at modest attack angles. In a recent experi
ment, Wood et al. (1990) have shown that the effects of asym
metric leading-edge blowing are uncoupled at prestall angles 
of attack. In this case, the overall forces and moments for 
symmetric blowing can be simply deduced by superposition of 
asymmetric blowing situations. On the other hand, the 
response of the vortical flowfield is strongly coupled for asym
metric blowing at poststall conditions. Wood et al.'s results 
imply that tangential leading-edge blowing may result in 
substantial rolling moments at conditions where other control 
devices cease to be effective. 

Controllable leading-edge flaps provide an active method of 
influencing the large vortices on a delta wing (Rao, 1979; 
Marchman et al., 1980). These devices appear to be capable of 
improving L/D ratio of a given wing, primarily through drag 
reduction. Unlike the control by blowing discussed above, the 
use of flabs results in only a modest improvement in the angle-
of-attack envelope. 

10 Discussion and Conclusions 

10.1 Computational Fluid Dynamics. The tremendous in
creases in CFD capability which have occurred as a direct 
result of increases in computer storage capacity and speed are 
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transforming flow separation control from an empirical art to 
a predictive science. Control techniques such as mitigation of 
imposed pressure gradients, blowing and suction are all readi
ly parameterized via viscous CFD. Current inaccuracies in tur
bulence modeling can severely degrade CFD predictions once 
separation has occurred, however the essence of separation 
control is the calculation of attached flows, estimation of 
separation location, and indeed whether or not separation will 
occur. These tasks can in fact be performed reasonably well 
via CFD within the uncertainties of the transition location 
estimation (e.g., Smith, 1974). This latter uncertainty has been 
significantly reduced for low-disturbance freestreams and 
smooth surfaces using CFD along with the en method 
(Bushnell et al., 1989). Therefore it is now possible, at least to 
first order, to design bodies over which the flow will not 
separate (Cooke and Brebner, 1961; Pinebrook and Dalton, 
1983; Yang et al., 1984; Dillner et al., 1984; Waggoner and 
Allison, 1987; Szodruch and Shneider, 1989), and this is 
generally done, for aircraft, for the cruise condition. This is 
not currently done, for example, for helicopters and 
automobiles. 

The cab-top fairings on tractor trailer trucks (Kirsch, 1974) 
and fairings at afterbody junctures (Howard et al., 1981) are 
useful experimental attempts at reducing the causative adverse 
pressure fields. An exploratory study documented by 
Whitehead and Bertram (1971) indicates that continuous-
curvature surface geometry can, presumably via minimization 
of pressure gradients, profoundly reduce three-dimensional 
separation. Current CFD capability allows the design of in
tersection regions which are properly filleted to obviate forma
tion of the usual organized horseshoe vortices found in 3-D 
separated flows (e.g., Lakshmanan et al., 1988). 

10,2 Applications and Comparisons. It should be evident 
from the discussion thus far that there are a large number of 
techniques which can control/mitigate flow separation. The 
choice of which technique to employ is a function of the par
ticular flow situation and purpose for the control. Considera
tions include system aspects such as volume, weight, complex
ity, cost, reliability, overall energy and drag budgets, and any 
requirements for dynamic response and styling. Aside from 
design for separation minimization, thus far significant ap
plications have been relatively limited though important. Ex
amples of successful separation control systems include active 
injection on several 1950's and 1960's era fighters, STOL 
transports, the ubiquitous vortex generators, passive bleed for 
supersonic inlets, leading edge extensions for the 1970's and 
1980's fighters, cab top fairing for tractor trailer trucks, and 
various types of blown flaps on transport airplanes. 

Particularly intriguing in the future are possible applica
tions at cruise, especially at high speeds, as well as standby 
techniques for off-design situations, thereby allowing ex
tremely tight designs. In addition, increased knowledge of the 
control innovations for vortical flows should allow solutions 
to the problems of high-angle-of-attack maneuvering and 
stall/spin prevention or recovery. Alternate techniques should 
also be sought for either supplementation or replacement of 
conventional high-lift flap systems. Candidate approaches in
clude use of the LFC leading-edge suction system along with 
air jet vortex generators and perhaps either rotating wings or 
airport ski jumps. Also, there exists tremendous energy saving 
potential in further separation control or form drag reduction 
for vehicles which have notoriously high drag—automobiles, 
helicopters, and tractor-trailer trucks. 

Various comparisons have been made between candidate 
separation control techniques on common test beds. Vakili et 
al. (1985) report that vortex generators perform better than a 
flow control rail for a diffusing S-duct. For a swept wing, ex
periments indicate that slot blowing is more effective than 
either vane or air jet vortex generators (Kukainis, 1969). For 

CTOL wings, improvements in the design of mechanical high-
lift systems have tended to keep pace with the trend toward 
higher wing loading so that benefits from BLC techniques 
have not appeared sufficiently attractive (Gratzer, 1971). But
ter (1984) and Dillner et al. (1984) provide excellent analyses 
and discussions of current CTOL high-lift design practice, 
problems, and performance. As a suggestion for further work 
a technique which has not yet been researched sufficiently is 
the three-dimensionalization of a nominally two-dimensional 
problem which,-from the work of Ball (1971), McLean and 
Herring (1974), and Lin and Howard (1989), tends to reduce 
the extent of separation. 

10.3 Summary. The performance of many practical 
devices is often controlled by the separation location. For a 
steady, two-dimensional boundary layer, the streamwise 
velocity and its normal gradient vanish at the point (or line) of 
separation. For three-dimensional or unsteady flows, the 
point of vanishing shear does not necessarily coincide with 
separation. Under some circumstances, a thin layer of reverse 
flow can be embedded at the bottom of an otherwise attached 
and mathematically well-behaved boundary layer. 

Advancing or delaying boundary layer detachment is of im
mense importance to the performance of biological or man-
made systems involving fluid flow. Postponing separation 
may lead to pressure-drag reduction, lift enhancement, stall 
delay, and pressure-recovery improvement. Provoking flow 
detachment, on the other hand, may improve the subsonic 
performance during takeoff and landing of a thin airfoil op
timized for supersonic cruising. 

Methods of separation control that rely on modifying the 
shape of the velocity profile near the wall include shaping, 
transpiration, and establishing a normal viscosity gradient 
through surface heating/cooling, film boiling, cavitation, 
sublimation, chemical reaction, wall injection of a secondary 
fluid having lower/higher viscosity, and the introduction into 
the boundary layer of shear-thinning/shear-thickening ad
ditive. To delay separation, anyone or a combination of the 
above techniques is configured to make the velocity profile as 
full as possible. The wall in this case is a source of span wise 
vorticity. To advance separation, the reverse technique is 
employed to make the wall a sink of vorticity. 

For a moving wall, separation is delayed when the motion 
of the surface is in the same direction as that of the freestream. 
This phenomenon is exploited in sport balls, Flettner's rotor, 
and some experimental STOL-type aircraft. In analogy to the 
moving wall case, unsteady separation is postponed when the 
separation point moves upstream and is advanced when the 
point of detachment moves downstream. Airfoils oscillating 
through high angles of attack can produce very high lift and 
maintain flow attachment well beyond their static stall angles. 
Insects exploit these unsteady separation effects to achieve 
remarkable aerodynamic characteristics. 

In three-dimensional flows, the near-wall fluid may move in 
a direction in which the pressure gradient is more favorable 
and not against the adverse pressure in the direction of the 
main flow as is the case for two-dimensional flows. Conse
quently, three-dimensional boundary-layers are in general 
more capable of overcoming an adverse pressure gradient 
without extensive/catastrophic separation. 

A turbulent boundary layer is more resistant to separation 
than a laminar one and mostly for that reason transition ad
vancement may be desired in some situations. In low-
Reynolds-number terminology, the transition promoting 
devices are called turbulators and are in the form of single, 
multiple or distributed roughness elements placed on the wall. 
The mechanical roughness elements, in the form of serrations, 
strips, bumps or ridges, are typically placed near the airfoil's 
leading edge. 

Many other passive and active methods to postpone separa-
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tion for low- and high-speed flows are available. Common to 
all these control methods is an attempt to supplying additional 
energy to the near-wall fluid particles which are being retarded 
in the boundary layer. Passive techniques include intentional 
tripping of transition from laminar-to-turbulent flow 
upstream of what would be a laminar separation point, 
boundary-layer fences to prevent separation at the tips of 
swept-back wings, placing an array of vortex generators on the 
body to enhance the momentum and energy in the 
neighborhood of the wall, rippled trailing edge, streamwise 
corrugations, and using a screen to divert the flow and in
crease the velocity gradient at the wall. Active methods to 
postpone separation include fluid injection parallel to the wall 
to augment the shear-layer momentum or normal to the wall 
to enhance the mixing rate, the use of acoustic excitations, 
periodic forcing of the velocity field via an oscillating flap or 
wire, and oscillatory surface heating. 

10.4 Recommendations for Future Work. Flow separa
tion control will be of increasing importance in the future as 
declining petroleum reserves, concern over the greenhouse ef
fect, economic development of the third world, continued 
population growth, and increasing economic competition 
force stringent energy conservation and efficiency im
provements. Much of the remaining gains in aerodynamics in
volve some form of viscous flow control, including flow 
separation control. Particularly intriguing is the possibility of 
replacing or at least augmenting conventional high-lift 
devices, i.e., flaps and slats. In the limit, this may require wing 
rotation as some increase in wing angle of attack would prob
ably be required. 

With the exception of vortex generators, the rapid develop
ment of CFD has transformed much of conventional flow 
separation control from art to science, including the capability 
to mitigate the causative pressure fields and optimize several 
control approaches. However, the effects of combinations of 
separation control approaches require considerable further 
research. 

The use of flow separation control at cruise for high-speed, 
supersonic civil transports may allow significant increases in 
lift-to-drag ratio, via increased leading-edge thrust, upper sur
face and fuselage lift contribution, and effective favorable in
terference wave drag reduction from shock-boundary-layer in
teraction separation control. The art and science of flow 
separation control is far richer than the conventional view of 
blowing/suction and vortex generators. The recent research 
regarding miniaturized and jet injection vortex generators 
allows reduction of parasitic cruise drag for such devices and 
is particularly intriguing for several applications including 
replacement or supplementation of conventional high-lift 
systems. 

Suggested future research directions include further work 
on: optimization of air jet vortex generators including pulsed 
injection; three-dimensionalization of nominally two-
dimensional surfaces; use of weak upstream shocks for tur
bulence amplification and swept shocks for spanwise removal 
of the near-wall low-momentum region; downstream vortex 
reinforcers and miniaturized near-wall vortex generators; and 
techniques to force momentum toward wall, for example 
down wash from embedded lifting surfaces. 
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Fine Structure of Vortex Sheet 
Rollup by Viscous and Inviscid 
Simulation 
Numerical simulations of the large amplitude stage of the Kelvin-Helmholtz in
stability of a relatively thin vorticity layer are discussed. At high Reynolds number, 
the effect of viscosity is commonly neglected and the thin layer is modeled as a 
vortex sheet separating one potential flow region from another. Since such vortex 
sheets are susceptible to a short wavelength instability, as well as singularity for
mation, it is necessary to provide an artificial "regularization" for long time cal
culations. We examine the effect of this regularization by comparing vortex sheet 
calculations with fully viscous finite difference calculations of the Navier-Stokes 
equations. In particular, we compare the limiting behavior of the viscous simulations 
for high Reynolds numbers and small initial layer thickness with the limiting solution 
for the roll-up of an inviscid vortex sheet. Results show that the inviscid regularization 
effectively reproduces many of the features associated with the thickness of viscous 
vorticity layers with increasing Reynolds number, though the simplified dynamics 
of the inviscid model allows it to accurately simulate only the large scale features 
of the vorticity field. Our results also show that the limiting solution of zero reg
ularization for the inviscid model and high Reynolds number and zero initial thickness 
for the viscous simulations appear to be the same. 

Introduction 
In several classes of fluid dynamics problems, it is natural 

to focus on the motion of relatively sharp interfaces separating 
different flow domains. Examples of such interfaces include 
the boundaries between fluids of differing densities or viscos
ities (e.g., fingering instabilities in Hele-Shaw cells, Homsy, 
1987; two-fluid Stokes problems, Pozrikidis, 1990; the Ray-
leigh-Taylor instability, Sharp, 1984; various free surface and 
interface problems, e.g., Dahm, Scheil, and Tryggvason, 1989) 
and vorticity layers separating regions of relatively uniform 
velocity (e.g., Patnaik, Sherman, and Corcos, 1976; Corcos 
and Sherman, 1976; Corcos and Sherman, 1984). Often, such 
layers at high Reynolds number are modeled as inviscid vortex 
sheets evolving in an otherwise irrotational fluid. Although 
inviscid modeling simplifies the formulation of this evolution 
considerably, and allows for a more efficient computational 
procedure than if the full Navier-Stokes equations are used, 
the complete neglect of viscosity, and the zero thickness of the 
interface, generally makes the problem ill-posed and suscep
tible to short wave instability and singularity formation. 
"Regularized" inviscid models provide a remedy for some of 
these difficulties, but the relation of these models to real viscous 
problems (as well as to the non-regularized inviscid problem) 
remains somewhat controversial. 

The Kelvin-Helmholtz instability, where a thin vorticity layer 
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is unstable to waves longer than the thickness of the layer and 
evolves into large vortical structures, occurs naturally in many 
situations and is easily generated in the laboratory. Although 
we will not review the literature in detail here, we note that 
numerous experimental, analytical and numerical studies of 
this classic problem have been reported. These include inves
tigations of "the real thing" (viscous flows) as well as models 
in which the layer is treated as an inviscid vortex sheet. Such 
inviscid models were, of course, proposed and studied early 
on. A stability analysis of vortex sheets was reported by Kelvin 
(1871) and Rosenhead (1931), in a remarkably modern study, 
approximated the vortex sheet as a row of point vortices and 
numerically followed their motion to form large vortical struc
tures. Rosenhead's study, too cumbersome to be elaborated 
upon in the thirties, was re-examined when computers became 
more widely available. These later studies, pioneered by Birk-
hoff (1962), showed that the point vortex model generally does 
not produce a smooth and well behaved solution at long times. 
Instead, evidence suggests that the sheet forms a singularity 
after a finite critical time (Moore, 1979; Meiron, Baker, and 
Orszag, 1982; Krasny, 1986a). Chorin and Bernard (1973) 
showed that a "regularization" of the point vortex model, 
using vortex blobs instead of point vortices, improved the 
results considerably. Krasny (1986b) showed, by careful nu
merical studies, that any finite regularization leads to well-
behaved solutions for sufficiently accurate numerical calcu
lations. He further concluded that as the regularization scale 
is reduced, most of the solution becomes independent of the 
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precise value of the regularization parameter. Although Kras-
ny's study has stimulated considerable work in the area of 
vortex sheet modeling, the fundamental question of what these 
inviscid, regularized models are telling us about the physical 
problem of finite thickness viscous vorticity layers remains 
unanswered. 

In this paper, we study the large amplitude.evolution of the 
Kelvin-Helmholtz mstability, with particular attention being 
paid to the relation between the viscous problem and the in
viscid, regularized models. Specifically, we compare results of 
full Navier-Stokes simulations of the vorticity layer evolution 
with those obtained from inviscid vortex sheet modeling. Most 
of the results are for two-dimensional flows, but we also ex
amine briefly the three-dimensional aspects of the problem. 
We hope to answer two questions by comparing results from 
these viscous simulations with the inviscid model. First, are 
the limits of high Reynolds number and small initial thickness 
in the viscous problem the same as the limit of zero regular
ization scale in the inviscid vortex sheet model? Second, does 
a finite regularization scale in the vortex sheet model corre
spond in any useful way to a "real" (finite thickness and 
viscous) vorticity layer? 

Numerical Formulations 
The large amplitude evolution of the fundamental mode of 

the Kelvin-Helmholtz instability is followed numerically by 
solving the full Navier-Stokes equations for the viscous prob
lem and then compared with solutions obtained using the Biot-
Savart integral for the inviscid vortex sheet model. The nu
merical formulation of each is described briefly below. Note 
that all variables have been made non-dimensional by nor
malization with the wave-length X of the fundamental mode 
and the circulation density y of the vorticity layer as 

X) = X-,/\ t = F/(\/y) Uj = u/y <j) = £i/(y/\) 

where the tildes denote the dimensional variables. 

Full Navier-Stokes Simulations. The two-dimensional Na
vier-Stokes equations in vorticity form are 

doi 1 -i -> 
— + JW, o>)=— V2o; V V = 
dt Re 

(1) 

where J($,u>) = (d^/dyXda/dx) - (d\p/dx)(dw/dy). We solve 
these equations with a finite difference method, second order 
both in space and time. The spatial differencing uses centered 
differences with Arakawa's differencing of the Jacobian, and 
a predictor-corrector time integration. The computational do
main is square and periodic in the horizontal direction with 
stress-free no flow-through top and bottom boundaries. In 
addition to following the evolution of the vorticity field, we 
also track the rollup of the material surface that initially marks 
the points of maximum vorticity in the layer. Note that this 
viscous evolution is governed entirely by the Reynolds number 

Re = (A-y/e) 

and the initial geometry of the vorticity distribution. For these 
full viscous simulations, this initial vorticity distribution was 
specified using equations (2) and (4) so as to be identical to 
the initial condition used in the inviscid vortex sheet model. 
We should also note that, while the vortex sheet calculations 
are done for an unbounded fluid domain (top and bottom 
boundaries are at infinity), these viscous calculations are done 
in a finite size domain. To check that this difference does not 
affect the conclusions presented here, we have repeated some 
of the viscous calculations in a domain where the top and 
bottom boundaries are further away, and found that the results 
are only minimally affected (less than one percent). Most of 
these simulations have also been checked for convergence by 
repeating the calculations with increasingly finer resolution. 

Inviscid Vortex Sheet Modeling. For the inviscid model, 
we treat the vorticity layer as a periodic array of TV individual 
vortex blobs with initial positions given by 

' „ ~r . 27T. 
*, = - +0.05 sin — v,y,= 

. 2TT 
-0.05 sin—-i, 

N 
(2) 

corresponding to a 5 percent perturbation of an otherwise 
planar vortex sheet. Each of these vortex blobs has a dimen-
sionless circulation T, = 1//V and regularization length scale 
8. Following Krasny (1986), we find the velocity of vortex j 
by an algebraic regularization of the Biot-Savart law as 

1 

7 = 1 

N 

sinh 2ir(yj-yi) 

cosh 2ir{yj- v,) - c o s 2T(X,--X,-) + 8 

sin 2ir(Xj—xi) 

cosh 2Tv(yj-yi) - c o s 2TT(XJ-XJ) + 8 

(3fl) 

(3b) 

The vortex positions are advanced in time by integrating d(Xj, 
yj)/dt - (uj, vj) with a fourth order predictor-corrector scheme. 

For a nonzero 8, the velocity field resulting from equations 
(3«, b) is not irrotational away from the vortex sheet. Indeed, 
it is easy to show that the vorticity field is given by 

co(x, y) = ^ V r , C ° S h 2 » f r - * ) + cos 2r0c-xd 
™t (cosh2^0-.)',-)-cos27r(x-x,-) + <52)2 

which is strongly peaked at the sheet itself when 8 is small. In 
this sense, the regularization scale 8 effectively assigns a thick
ness to the initial vorticity layer. It is important to point out 
that equation (4) is an exact solution to the inviscid form of 
equation (1) only for 8 = 0, corresponding to a set of point 
vortex singularities. Note that for 8 ^ 0 , although the vorticity 
due to each point on the interface is not zero away from the 
interface, it is attached to the interface points and is constrained 
to move with these points. 

Results 

We begin by examining the limiting behavior of the viscous 
Navier-Stokes simulations as 8 — 0 and Re — oo. In Fig. 1 
we show the vorticity field w(x, y) at t = 2, corresponding to 
a relatively large amplitude stage in the evolution of the vortex 
layer rollup, for several different Reynolds numbers and dif
ferent initial layer thicknesses. The Reynolds number increases 
in going from top to bottom; Re = 103 in the top row, 104 in 
the middle row, and 2-104 in the bottom row. Similarly, the 
initial thickness 8 decreases in going from left to right; 8 = 
0.316 in the left column, 0.158 in the middle, and 0.079 in the 
right column. 

From results such as those in Fig. 1, we can identify some 
of the principal physical characteristics of the viscous evolution 
as Re increases and 8 decreases. First, we note that at the 
lowest Reynolds number shown, the vorticity field consists of 
one big blob with essentially no fine structure. There is a 
prominent peak at its center, and this peak increases as the 
initial thickness 8 is decreased (and hence the maximum initial 
vorticity is increased). Second, as the Reynolds number is in
creased, a distinct fine structure develops in the vorticity field. 
In particular, a pair of spiral "arms" evolve that can be seen 
to wind their way inward from the braid at the edges of the 
periodic domain to the core at the center. Notice that at any 
fixed Re, as 8 is decreased the vorticity layers comprising the 
outer windings of this spiral structure appear to reach a nearly 
asymptotic shape. This can be seen, for example, by comparing 
the results shown for the two smaller S's. Both the thickness 
and position of these outer windings become nearly inde
pendent of 8. The former suggests that the thickness of these 
outer layers is instead largely a result of a local equilibrium 
between the straining of the layer, which tends to thin the 
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Fig. 1 Vorticity contours at f = 2.0 calculated by finite difference sim
ulations of the full viscous two-dimensional Navier-Stokes equations for 
differing initial layer thicknesses & and Reynolds numbers. The lowest 
contour level, as well as the contour interval, is the same for all cases 
shown. From top to bottom: Re = 1,000; 10,000; 20,000. From left to 
right: S = 0.316; 0.158; 0.079. 

Fig. 2 Computed roll-up of the material interface for each of the cases 
shown in figure 1. 

vorticity, and the diffusion of vorticity, which tends to thicken 
the layer. This local strain-diffusion balance is of course very 
similar to the classical Burgers solution for a steady axisym
metric strain rate field (Burgers, 1948). For an unsteady strain 
rate field, the strain-diffusion competition for both the planar 
and axisymmetric cases is given by Carrier et al. (1975). This 
balance between strain and diffusion for the large amplitude 
rollup of the Kelvin-Helmholtz instability is discussed in some 
detail by Corcos and Sherman (1984). In Fig. 1, the thinning 
of the vorticity layers in regions of extensional strain between 
the vortices, and the thickening in compressive regions, can 

Fig. 3 Vorticity contours at I = 2.0 calculated by the inviscid vortex 
sheet model for the same initial layer thicknesses as for the cases shown 
in figure 1. The lowest contour level and the contour interval are the 
same as in figure 1. From left to right: S = 0.316; 0.158; 0.112. 

Fig. 4 Computed roll-up of the vortex sheet for each of the cases shown 
in figure 3. 

be clearly seen. Indeed, if the strain rate experienced by these 
layers scales with the total circulation of the vortex, then the 
resulting equilibrium strain-limited vorticity diffusion layer 
thickness should be expected to scale like /„ ~ Re ~1/2. Note that 
this is in at least qualitative agreement with the results shown. 
For the purposes of our discussion here of the limiting be
havior, we note that this would suggest that the thickness /„ 
of these layers will tend to zero as Re — oo regardless of the 
initial thickness 8. 

Figure 2 shows the position at t = 2 of the material line 
initially marking the points of the maximum vorticity for each 
of the cases shown in Fig. 1, For the lowest Reynolds number 
and the largest 8 (top left frame), relatively little roll-up has 
taken place, but increasing Re or reducing 8 causes this inter
face to stretch more and wrap up more around the vortex 
center. The largest number of windings corresponds to the 
smallest initial layer thickness and the largest Reynolds number 
(lower right frame). Comparing Figs. 1 and 2 shows that, for 
the lowest Re, it is not possible to identify the position of this 
material interface from the vorticity distribution at this rela
tively large amplitude stage of the layer evolution. However, 
for the higher Reynolds numbers, the vorticity distribution 
more clearly corresponds to the material interface for at least 
the outermost windings of the vortex. Indeed, since at these 
higher Re's the strain-diffusion balance produces a compar
atively small vorticity layer thickness around this interface, the 
layers corresponding to the outer few windings remain rela
tively well separated from adjacent ones. 

In Figs. 3 and 4 we show results from calculations of the 
roll-up process using the regularized inviscid vortex sheet model. 
The interface itself is shown in Fig. 4 and the vorticity, as 
constructed by equation (4), is shown in Fig. 3. In these inviscid 
calculations, the regularization scale 8 is the only parameter 
to vary. These results show that, as this regularization scale is 
reduced, similar development as seen in Figs. 1 and 2 is ob
served. Smaller regularization leads to increased roll-up in the 
core, but the shape of the interface away from the core is 
relatively independent of 8. 

While there are considerable similarities between the results 
from these viscous and inviscid calculations, it is clear that for 
a given value of 8 there is much more roll-up for the vortex 
sheet model than for the full viscous calculation with the same 
initial layer thickness and vorticity distribution. A comparison 
of the vorticity distributions in Figs. 1 and 3 amplifies these 
differences. In particular, for the vortex sheet calculations 
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there is in all cases a large circular peak in the vorticity dis
tribution at the center of the vortex. Although in the viscous 
simulations the vorticity also has its maximum at the center 
of the vortex, its value is considerably lower. In fact, the 
vorticity peak resulting from the inviscid model is much higher 
than the initial vorticity at the center point. This is a result of 
the somewhat unrealistic vorticity dynamics of the regularized 
inviscid model. The fundamental constraint of inviscid, two-
dimensional, vortical flow—that the vorticity of a material 
particle remains the same—requires compressed regions of a 
vortex layer of finite thickness to "bulge out." The vortex 
sheet model does not allow this to happen. The sheet has, by 
definition, no thickness, and compression will increase the local 
vortex sheet strength but not its thickness. When the vortex 
sheet is regularized by introducing a smoothing kernel, the 
vorticity field is no longer confined to an infinitely thin sheet, 
but spread around the original interface. However, it still moves 
with the points on the interface. In regions of compressive 
strain, as in the core of the vortex, the vorticity therefore 
becomes much higher than its initial value since the vortex 
sheet strength has increased but its thickness is still the same. 
The resulting large vorticity peak in the regularized inviscid 
calculations generally accelerates the rollup of the interfacial 
points considerably. Overall, we can conclude that a decrease 
in the regularization scale 5 in Fig. 3 effectively mimics many 
of the features associated with the thinning of the vorticity 
layers with increasing Re in Fig. 1. However, the absence of 
the proper strain-diffusion competition in the vorticity dy
namics of such a fixed 5 regularization limits it to accurately 
simulating only the relatively large scale features of the vorticity 
field. This also suggests the possibility of accurately simulating 
the detailed fine scale structure of the vorticity field with a 
variable 5 regularization incorporating the essential strain-dif
fusion dynamics. 

After identifying these similarities and differences in the 
evolution calculated from the regularized inviscid model and 
the full viscous simulations, we next want to examine how the 
evolution of the inviscid calculations as 5 — 0 compares with 
the limiting behavior of the viscous simulations as Re — oo 
and 5 — 0. First, we note that while the detailed structure of 
the core (e.g., the number of windings) is clearly not the same, 
the shape of the outermost windings is very similar. To put 
this observation on a more quantitative ground, we plot in 
Fig. 5 the vertical coordinate of the two outermost windings 
of the interface as they cross the vertical line through the core 
at / = 2, for both the viscous and inviscid calculations for 
various values of 5. The symbols at the top of each set are the 
regularized vortex sheet results, and the remaining symbols 
denote the viscous simulation results for differing Reynolds 
numbers. Obviously, the differences are quite large for large 
5, but the results suggest that as 8 — 0 at least the outermost 
windings of the interface seem to converge to the inviscid result 
as Re — oo. 

A more detailed comparison is presented in Fig. 6, which 
examines not just the outermost windings of the vortex but 
the limiting behavior of the entire interfacial roll-up. In par
ticular, we plot r(s), the distance of the interface from the 
vortex center, as a function of the arc length s measured along 
the interface from the braid, for the viscous Navier-Stokes 
simulations and the regularized inviscid model calculations. In 
Fig. 6(a), we first examine the approach of the inviscid cal
culations to the S = 0 case by successively reducing the reg
ularization scale 8. As the results show, the outermost parts 
of the interface are very similar, particularly for the smaller 
values of 5. However, as we move along the interface toward 
the core, the results obtained for the larger values of 8 begin 
to diverge, at first slowly but then more rapidly. Each curve 
eventually intersects the horizontal axis as we arrive at the 
vortex center, and this happens at a different total arc length 
for the various values of 8. Of particular importance for our 

0.20-

0 . 1 5 ' 

0.10-

Fig. 5 Convergence of the outer arms for the full viscous simulations 
and the regularized inviscid vortex model calculations in the limits Re 
— oo and 5 — 0. Shown are the vertical coordinates of the two outermost 
windings of the interface as it crosses the y-axis at f = 1.0. Finite 
difference simulations: + Re = 1,000; * Re = 10,000; • Re = 20,000. 
x Vortex sheet calculations. 

purposes here, note that the major effect of decreasing 6 is to 
increase the distance along the spiral arms over which the 
computed roll-up agrees with the next smaller value of 6. In 
other words, as 8 is reduced the convergence to the limiting 
solution for 5 = 0 appears to work its way inward from the 
outer arms of the spiral to the vortex core. As a result, from 
the succession of cases shown, we can infer that for 8 = 0, 
the limiting solution will be essentially the same as that given 
for the smallest value of 8 in Fig. 6(a) except very near the 
core. 

We now examine in a similar manner how the viscous sim
ulations approach this limiting solution as Re — oo and the 
initial layer thickness 8 — 0. In Fig. 6{b), we show the effect 
of increasing Re for the smallest initial vorticity layer thickness 
(5 = 0.079). From the results shown we can draw at least two 
conclusions regarding the Re — oo limiting process. First, we 
can see that with increasing Re the viscous solutions do appear 
to tend closer to the inviscid solution, though the convergence 
with increasing Reynolds number appears to become quite 
slow. Second, however, we can also see that increasing Re 
alone does not appear to be sufficient to reach this limiting 
solution. In particular, note that even in the outer few wind
ings, the solutions for Re = 10,000 and 20,000 do not appear 
to differ very much at all, and still show significant differences 
from the inviscid solution. This suggests that in addition to 
increasing Re, we must also decrease the initial layer thickness 
5 in order to reach the limiting inviscid solution. The results 
obtained by decreasing 5 for the highest Reynolds number (Re 
= 20,000) are shown in Fig. 6(c). Notice that this reduction 
in 8 appears to drive the viscous solution closer to the inviscid 
result even in the outer arms of the spiral. As a consequence, 
even though these calculations can span only a limited param
eter range, the results appear to support the conjecture that 
the limiting solution of the regularized inviscid calculation is 
the same as the limit of the viscous full Navier-Stokes simu
lations as Re—oo and the initial layer thickness 5 — 0. 

Strictly speaking, of course, these results and in particular 
the apparent limiting convergence of the viscous and inviscid 
calculations are specific to the "algebraic" blob regularization 
in equation (4). To investigate the effects of different blob 
structures on these results, we have made a number of cal-
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Fig. 6 Convergence of the whole interface, showing the distance r(s) 
from the center of the vortex versus the arclength s measured from the 
braid at I = 2.0. (a) Convergence of the inviscid model as 5 - 0. (b) 
Convergence of the viscous simulations with increasing Re for 6 = 0.079 
to the 6 - 0 inviscid result, (c) Convergence of the viscous simulations 
with decreasing 8 for Re = 20,000 to the S — 0 inviscid result. 

culations with an "exponential" blob, where instead of mod
ifying the kernel in equations (3a,b) by introducing a nonzero 
8, the kernel is instead multiplied by (1 - exp (r^/AiP'b2)). The 
results obtained are in all major aspects identical to those 
obtained above with the algebraic blob. The only difference 
is that the outer windings are now better converged for the 

•J* 
SSL 

<ef 

(f>> 
Fig. 7 The large amplitude stage in the evolution of a three-dimensional 
vortex sheet perturbed by both streamwise and spanwise disturbances 
for two different regularization scales. Note that the effects of regular-
ization scale are similar as in two dimensions, (a) Large regularization. 
(b) Smaller regularization. 

same 5. This suggests that a more compact regularization gen
erally may be more efficient, a conclusion also reached by 
Tryggvason (1989) who compared the algebraic regularization 
with calculations using a vortex-in-cell method. However, we 
note that the exponential blob is computationally more ex
pensive, and not as convenient for periodic domains as the 
algebraic regularization in equations (3a,b). 

Lastly, to address three-dimensional aspects of the vortex 
sheet evolution we are currently using a three-dimensional vor
tex-in-cell (VIC) method to compute the nonlinear evolution. 
In the VIC method the vorticity associated with each point on 
the vortex sheet is spread out onto a grid for the purpose of 
calculating the velocities. This has the same effect as assigning 
a finite area core to the vortices but the reduction in com
putational time is substantial (see Tryggvason, 1989). Figure 
7 shows results obtained for the large amplitude evolution from 
a calculation where the vortex sheet has been given pertur
bations in both the streamwise and spanwise directions. The 
result in Fig. 1(a) is for a 163 grid, and in Fig. 1(b) is for a 323 
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grid. Note that as the sheet rolls up into a predominantly two-
dimensional vortex, the spanwise perturbations grow to form 
streaks in the flow direction that consist of pairs of vortices 
with alternating sense of circulation. The finer grid corresponds 
to a smaller regularization parameter, and hence achieves more 
roll-up, as was observed above for the two-dimensional cal
culations. We note that Corcos and Lin (1984) and Lin and 
Corcos (1984) present numerical results for the initial devel
opment and subsequent evolution of such streamwise vortices, 
and full three-dimensional simulations by Metcalfe et al. (1987) 
also examine these secondary Kelvin-Helmholtz instabilities of 
a vorticity layer. However, we have not yet performed detailed 
comparisons of our inviscid model results with full viscous 
three-dimensional Navier-Stokes calculations, as those de
scribed above for the two-dimensional evolution, and include 
these results only to suggest that the basic conclusions reached 
here will likely carry over to three dimensions as well. 

Conclusions 
Our comparison between an inviscid, regularized vortex sheet 

model and a full viscous Navier-Stokes solution for the large 
amplitude evolution of the Kelvin-Helmholtz instability of a 
relatively thin vorticity layer suggests that the limit of zero 
regularization scale for the inviscid model and the limit of high 
Reynolds number and small initial thickness for the viscous 
calculations appear to be the same. While the limits for zero 
thickness and high Reynolds number may be the same, it is 
clear that there are important differences in the results obtained 
for vortex sheets with large regularization and viscous layers 
with finite initial thickness. In particular, although our results 
show that the outer parts of the roll-up are very similar, the 
results do not correlate well with each other as far as the 
detailed core structure goes. It may therefore not be possible 
to identify a physically meaningful role for finite values of a 
fixed regularization parameter. Whether it is possible to modify 
these regularized vortex sheet models in such a way as to retain 
their desirable computational properties, but to better mimic 
the detailed fine structure of real viscous vorticity layers, re
mains an open question. 
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Effect of Freestream Velocity on 
the Three-Dimensional Separated 
Flow Region in Front of a Cylinder 
Details of the horseshoe vortex formation around a cylinder were studied to determine 
the flow parameters that affect the flow separation in front of the cylinder. An 
experimental setup consisting of a circular cylinder vertically mounted on the floor 
of the wind tunnel test section was assembled. The approaching turbulent boundary 
layer was four centimeters thick. Pressures were measured on the cylinder surface 
and the tunnel floor with surface static pressure taps. Surf ace flow visualizations 
were accomplished to locate singular points and the size of separation region on the 
endwall surface. Interior mean and fluctuating velocity data and Reynolds stresses 
in front of the cylinder were nonintrusively measured with a two-component Laser 
Doppler Anemometer system. Freestream stagnation at the endwall/cylinder surface 
occurred in all cases, but two types of separation were identified in this investigation. 
The flow pattern in the separation region depends on the freestream momentum 
and the boundary layer displacement thickness. A large-scale fully developed vortex 
was formed in the plane of symmetry for low approaching freestream velocities. A 
fully developed vortex was not present at higher approach velocities. Maximum 
production of turbulent kinetic energy was measured around the core of the vortex 
when fully formed. 

Introduction 
The three-dimensional separation of a turbulent boundary 

layer approaching an obstacle mounted on a wall is an im
portant problem in many applications. Specifically, in gas tur
bine engines, the horseshoe vortex system that forms upstream 
of a turbine blade cascade brings hot flow from the combustor 
in contact with the engine casing and blade hub and tip. Since 
higher engine efficiencies are being sought by increasing the 
combustor exit temperature, proper cooling of the separation 
region is becoming more important in the new high technology 
engines. However, in order to design efficient cooling schemes, 
the flow field and the parameters affecting the flow field in 
the separation region must be understood. The emphasis of 
this paper is to define the role of approaching freestream mo
mentum and boundary-layer thickness on the flow field that 
forms in the separation region upstream of obstacles. The 
symmetrical separation of a turbulent boundary layer flow 
normal to a single cylinder is perhaps the simplest of geometries 
that demonstrates the horseshoe vortex formation on the end-
wall of a cascade of turbine airfoils (Eckerle, 1985). As a two-
dimensional turbulent boundary-layer flow approaches the cyl
inder, the boundary-layer flow experiences the adverse pressure 
gradient created by the cylinder and separates. The three-di
mensional separation that develops in front of the cylinder 
includes a reverse flow in the plane of symmetry leading to 
the formation of a large scale vortex around the cylinder. 
Viewed from the top, the vortex formation has a horseshoe
like shape, and is defined in the literature as a horseshoe vortex. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 13, 1989. 

Understanding the flow in this simple geometry is a first step 
leading to the explanation and prediction of the behavior of 
three-dimensional flows that exist in complex geometries such 
as in turbomachinery applications. 

Baker (1978) studied the separation of turbulent boundary 
layers caused by the obstruction of cylinders with different 
diameters mounted on a flat plate in a wind tunnel test section. 
The presence of multiple vortices in the plane of symmetry 
was inferred from the photographs of smoke injected into the 
wind tunnel. Two saddle points and two separation points were 
deduced from surface flow visualizations. A "four vortex" 
model was developed to correlate these observations. This in
ferred interpretation of the flow is similar to the well-docu
mented separation of a laminar boundary layer where multiple 
vortices form. Other researchers such as Moore and Forlini 
(1984) and Blair (1985) have also applied this model to their 
flow separations based on similar interpretations of measured 
floor data. However, none of these researchers acquired any 
interior measurements to document this model. Furthermore, 
a close examination of Baker's published results shows that 
the photograph of the smoke pattern indicating multiple vor
tices in the plane of symmetry was acquired at a very low 
velocity. The shape factor of the approaching boundary layer 
was 1.75 indicating that the boundary layer was not fully tur
bulent. Evidently the four-vortex model was based on smoke 
flow visualizations obtained for a transitioning boundary layer 
rather than a fully turbulent boundary layer. 

The separation in front of a cylinder was also examined by 
Eckerle and Langston (1987). Surface flow visualization and 
static pressure data at the floor and the cylinder were obtained 
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ATTACHMENT LINE 

VORTEX DISSIPATED 

Fig. 1 Eckerle and Langston's endwall separation 

in the separation region. Interior pressure and velocity data 
were acquired with a five-hole probe. Figure 1 illustrates the 
flow pattern measured by Eckerle and Langston. Only one 
saddle point and corresponding separation line were deter
mined from the endwall flow visualizations. The steep flow 
separation leading to the formation of multiple vortices in the 
plane of symmetry was not measured. Rather the main vortex 
was a single vortex that developed away from the plane of 
symmetry as the separated flow moved around the cylinder. 
A small vortex in the endwall/cylinder junction was also in
ferred. 

Pierce et al. (1987) studied the flow around a streamlined 
(teardrop shaped) cylinder placed normal to a flat surface in 
a relatively thick boundary layer. The conditions of Pierce et 
al. are quite similar to one of the conditions set by Baker. 
Pierce et al.'s detailed endwall and five-hole probe measure
ments upstream of the cylinder indicate a flow pattern similar 
to the measurements of Eckerle and Langston, except the ru
diments of a vortex are more apparent in the plane of sym
metry. 

The results of Eckerle and Langston and Pierce et al. dem
onstrate that the complicated four-vortex model is not appro
priate for turbulent boundary layers. Turbulence, evidently, 
generates large enough wall shear stresses to prevent the for
mation of multiple vortices as has been documented in a sep
arated laminar boundary layer. Recent computational studies 

by Chima and Yokota (1988), Lai and Makomaski (1988), and 
Wagner (1989) also predict flow patterns similar to the meas
ured pattern of Eckerle and Pierce. The interior measurements 
of Merati et al. (1988), Kubendran et al. (1986), and Oguz 
(1980) tend to indicate a single vortex, but the measurements 
do not show enough detail in the vortex formation region to 
make a distinct determination of the vortex structure. 

A question remains, however, regarding the conditions as
sociated with a vortex forming in the plane of symmetry, as 
indicated by Pierce et al.'s data, or a vortex forming away 
from the plane of symmetry as measured by Eckerle. Defining 
parameters that determine these different types of separation 
is important since this flow separation brings hot combustion 
gases adjacent to the engine casing in a gas turbine engine. 
The performance of a coolant film, and the associated heat 
transfer coefficients, would be different in the two separated 
flow regimes. 

Both Eckerle and Baker have indicated the importance on 
the separation process of the boundary-layer thickness and the 
Reynolds number based on the approaching freestream velocity 
and the cylinder diameter. For example, Eckerle found that 
the freestream momentum relative to the blockage of the 
boundary layer (represented by the boundary-layer displace
ment thickness) was an important aspect of the separation 
process. For that work, the boundary layer was relatively thin 
resulting in the freestream flow stagnating at the endwall/ 
cylinder junction before reversing and flowing toward the sep
aration line. In that study, the basis for freestream stagnation 
was the pressure measured with a pressure tap located at the 
endwall/cylinder junction being equal (or very close) to the 
freestream stagnation pressure. For this case, the reverse flow 
near the plane of symmetry had too much momentum to roll 
up into a vortex. Instead, the flow tended to proceed out to 
the separation line and around the cylinder as shown in Fig. 
1. If the boundary layer had been thicker or the freestream 
momentum lower in that test, the momentum of the reverse 
flow would also have been reduced, possibly allowing the re
verse flow to roll up into a vortex in the plane of symmetry. 

With the exception of Eckerle and Pierce, detailed interior 
measurements in the vortex formation region that document 
the details of the separated flow in the plane of symmetry are 
not available in the literature. However, endwall pressure data, 
which can be used to determine whether freestream stagnation 
occurred at the junction of the obstacle and the endwall for 
a particular configuration, have been measured for a wide 
range of freestream velocities and approaching boundary-layer 
thicknesses. Since the flow conditions associated with free-
stream stagnation (high freestream momentum and a thin 
boundary layer) also are associated with a vortex not forming 
in the plane of symmetry, a correlation of these results might 
be extended to correlate the two flow regimes. For example, 
freestream stagnation occurred in Eckerle's experiment where 
a vortex was not present, and freestream stagnation did not 
occur in Pierce's experiment where a vortex was formed in the 
plane of symmetry. 

The boundary-layer parameter (ReD)Ui (D/5*) was devel-

Nomenclature 

Cps = static pressure coefficient 
D = cylinder diameter 
h — test section height, 45.7 

cm 
H = boundary layer shape fac

tor, 5*/e 
Ps = local static pressure 

Pso = reference static pressure 
near test-section entrance 

p,0 

ReD 

u 
u' 

— ti'v' 
u0 

= reference total pressure 
near test-section entrance 

= Reynolds number based 
on the cylinder diameter 

= velocity in X-direction 
= axial rms velocity in ^-di

rection 
= turbulence shear stresses 
= reference velocity near 

test-section entrance 

V 

v' 
X, Y,Z 

8 
<5* 

e 

velocity in y-direction 
vertical RMS velocity 
Cartesian coordinate sys
tem originated at cylinder/ 
endwall junction 
boundary-layer thickness 
boundary-layer displace
ment thickness 
boundary-layer momen
tum thickness 
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oped through regression analysis to correlate freestream stag
nation with freestream conditions and boundary-layer 
blockage. This parameter nondimensionally incorporates the 
ratio of freestream velocity to the approaching boundary-layer 
displacement thickness. The cylinder diameter was used to 
nondimensionahze this factor because the cylinder diameter 
controls the size of the separation. The exponent 1/3 shows 
the relative importance of the freestream velocity and dis
placement thickness. A summary of the correlation is shown 
in Table 1. All previous investigations whose tests correspond 
to a parameter value above 1040 (Baker, Ram (1963), Eckerle 
and Langston) measured freestream stagnation pressures at 
the junction. Previous configurations where the measured pres
sure at the junction was less than the freestream stagnation 
pressure (Baker, Moore and Forlini; Pierce et al.) correspond 
to a parameter value less than 673. 

The above correlation shows the importance of these pa
rameters on the separation process. A similar correlation might 
then be expected for vortex formation in the plane of sym
metry. Since not enough flow measurements in the literature 
are available to develop a correlation for vortex formation, 
an experiment was conducted where flow measurements in the 
separation region were acquired over a range of (ReD)W3(D/ 
8*). In this particular test, the parameter value was varied by 
changing the freestream velocity for a fixed cylinder diameter 
and nearly constant boundary-layer thickness. 

Experimental Setup 

Wind Tunnel. Tests were conducted in a suction-type sub
sonic wind tunnel located at Clarkson University. A schematic 
of the test setup is shown in Fig. 2. After entering the 1.8 m 
by 2.1 m inlet, the flow was conditioned by honeycomb sand
wiched between two fine mesh screens to create a uniform flow 
with low turbulence entering the three-dimensional contraction 
section. The test section had a cross section of 0.61 m by 0.45 
m and was placed to create a test-section entrance boundary-
layer thickness of approximately 3.8 cm. The velocity in the 
test section was controlled by a valve located just upstream of 
a centrifugal blower powered by a 30 horsepower motor. The 
blower could provide velocities up to 22 m/s in the tunnel test 
section. Leakage past the valve resulted in a lower limit on 
velocity of 3.5 m/s through the test section. 

Test Section. The experimental setup consisted of a cyl
inder mounted vertically inside the test section. Because of the 
simplicity of the cylinder geometry, the approaching boundary 
layer separated symmetrically on each endwall. Therefore, it 
was adequate to document the data in only the one quadrant 
shown in Fig. 2 to get a full understanding of the separated 

flow upstream of the cylinder. The coordinate system is illus
trated in Fig. 2. 

The test section was made of 12.7 mm thick plexiglass. 
Pressure taps were installed in the floor in the plane of sym
metry, 10, 25, 45, 60, and 90-degree planes. The cylinder was 
machined from 60/61 aluminum pipe to final dimensions of 
14 cm I.D., 15.2 cm O.D., and 45.7 cm length (which was the 
test section height). Pressure taps were installed in the cylinder 
in the same six planes as the floor pressure taps. 

Instrumentation. Pressure measurements were acquired 
with a computer controlled data acquisition system. Pressure 
taps and reference probes were connected to ±1.2 kPa pressure 
transducers. The transducers were calibrated with an inclined 
water manometer. 

Interior velocity measurements were acquired with a two-
component commercially available Laser Doppler Anemom
eter (LDA) system. The system was used in the backscatter 
mode with a water-cooled 4-watt Argon-Ion laser. The laser 
beam was transmitted through modular optics and split into 
three beams with different colors: cyan, green and blue. The 
three beams were then transmitted to the test section via mirror 
units and a 600 mm focal lens placed on an automated 3-D 
traversing system. The probe volume created at the intersection 
of the three beams was of an ellipsoid shape with a minor axis 
of 0.124 mm and a major axis of 2.68 mm. Since it was im
portant to document the velocity close to the floor, the laser 
beams were oriented so that the plane formed by the green 
and blue beams, which contained the beam intersection point, 

Table 1 Correlation of freestream stagnation 
Freestream stagnation did not occur 

Investigator 

Baker 
Baker 

Moore and Forlini 
Baker 
Baker 
Baker 
Baker 
Ram 

Pierce et al. 

U0 (m/s) 

1.18 
1.40 

23.30 
11.65 
19.22 
16.00 
21.70 
40.00 
23.15 

H 

1.60 
1.72 
1.42 
1.42 
1.37 
1.40 
1.35 
1.35 
1.30 

D/b* 

4.70 
7.60 
4.80 
6.40 
6.80 
9.60 
9.80 
7.70 

12.09 

(ReD)W3(D/b*) 

77 
132 
187 
225 
283 
375 
424 
544 
673 

Freestream stagnation did occur 
Investigator 

Baker 
Baker 
Baker 
Ram 

Eckerle and Langston 

U0 (m/s) 

12.00 
18.40 
25.40 
40.00 
30.50 

H 

1.47 
1.47 
1.47 
1.56 
1.35 

D/b* 

29.40 
30.90 
32.10 
33.33 
65.00 

(Re0)1/3(D/a*) 

1044 
1264 
1463 
2354 
5311 
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was parallel to the test section floor. By using this configuration
and slightly tilting the optical bench toward the direction of
beam propagation, measurements were acquired to within 0.25
mm of the test section floor without the floor clipping the
incoming converging beams.

Data were acquired with counter-type processors. Acquisi
tion was controlled with software provided by the LDA man
ufacturer. The coincidence window was set at· its minimum
level to gather data from both channels as simultaneously as
possible for the Reynolds stress calculations. Data are pre
sented for ensemble sizes of 500-1000.

The wind-tunnel inlet flow was seeded with fine oil droplets
(the majority of the droplets were less than one micron) created
by a commercially available fogger. The seed particles were
injected into a box located on the floor upstream of the tunnel
inlet. The box distributed the seed across the inlet through a
staggered arrangement of holes in its sides.

The accuracy of the probe measurement data was calculated
using the uncertainty analysis of Kline and McClintock (1953),
with the uncertainty intervals being calculated based on 20 to
1 odds. The probable errors in mean velocities and fluctuating
velocities of the LDA measurements were calculated at a 95
percent confidence level based on the uncertainty analysis
method of Patrick (1985).

Results

Inlet Conditions. The flow field entering the test section
was documented with a pitot-static probe at several approach
velocities without the cylinder mounted in the test section. The
probe was vertically traversed in the plane of symmetry and
II cm on each side of the plane of symmetry 22.9 cm down
stream of the test section inlet. In order to correct for the slight
variations of the flow condition during a test, another pitot
static probe was placed in the freestream flow just upstream
of the test section to measure reference conditions. The pres
sure data from the traverses were normalized by the reference
conditions.

The pressure profiles documented that both the horizontal
and vertical symmetry planes were present and that the free
stream flow was nearly uniform across the test section inlet.
Floor boundary-layer parameters in the plane of symmetry are
presented in Table 2 for the range of velocities tested. To
calculate the boundary-layer displacement and momentum
thicknesses, the measured velocity profile was extended to the
floor using the correlation developed by Burton (1965) before
performing the integrations. The shape factor was approxi
mately 1.3, indicating that the boundary layer in the test section
was turbulent (White, 1974).

Surface Flow Visualization. Surface flow visualizations
were accomplished to identify the size of the separation region
and the singular points upstream of the cylinder. An ink dot
technique developed by Langston and Boyle (1982) was used.
Streakline patterns are shown in Fig. 3 for freestream velocities
of 22 and 3.5 m/s. As will be shown, these velocities correspond
to the two different flow regimes discussed previously. Only
one quadrant is shown for each velocity since the flow was
symmetric about the plane of symmetry. The row of dots on

Table 2 Boundary-layer parameters in the plane of symmetry.
(Uncertainty in Uo = ±0.176 mis, o'/h = ± 0.00007, 0'/8
= ±0.0299, (ReD)1I3 Via' = ± 18.8 at 20:1 odds.)

Do (m/s) o·lh 0·/8 (ReD)!/3 (D/o·)

22 0.0097 1.34 2050
15 0.01l0 1.36 1470
10 0.01l5 1.36 1360
6 0.01l7 1.39 ll50

3.5 0.0112 1.42 960

40 I Vol. 113, MARCH 1991

each side of the white line corresponds with the plane of sym
metry. The separation line is more apparent near the plane of
symmetry where a saddle point of separation can be seen. The
nOrmalized radial distance from the cylinder leading edge to
the saddle point, XID, was approximately 0.92 for both ve
locities. The incoming flow and the reverse flow from the
cylinder converged at the saddle point and then passed tan
gentially around the cylinder. Unlike the four-vortex model
reported by Baker, only one saddle point can be identified in
the plane of symmetry. The attachment line located near the
cylinder was difficult to determine from the ink traces. The
streaklines for both velocities are similar except near the plane
of symmetry in the separation region. At 3.5 mis, the streak
lines show that reverse flow proceeding away from the cylinder
turned out of the plane of symmetry closer to the cylinder than
at the higher velocity. This result indicates that, at the lower
velocity, the reverse flow did not contain enough momentum
to overcome wall shear stresses and proceed closer to the sep
aration line before turning to go around the cylinder. The
implication here is that the lower momentum reverse flow can
also turn away from the endwall and roll up into a vortex in
the plane of symmetry region.

Endwall Static Pressure Measurements. Local static pres
sures measured at the floor were converted to static pressure
coefficients, Cps, using the reference conditions measured at
the test section inlet to normalize the local static pressures:

C
- Ps-Pso

p -
s Pto-Pso

Pressures were measured at all of the floor tap locations at
freestream velocities of 22, 15, 10,6, and 3.5 m/s. Only pres
sure data in the plane symmetry will be presented in this paper.
The trends shown by the pressure data in the documented
quadrant are similar to the results of Eckerle and Langston.

The measured static pressure coefficients and the corre
sponding potential flow distribution in the plane of symmetry
are plotted versus the nondimensional distance from the lead
ing edge of the cylinder in Fig. 4. At Uo = 22 mis, the static
pressure coefficient is highest (Cps = 0.97) next to the cylinder
leading edge (XID = 0.5). This high value indicates that free
stream flow from outside approaching boundary layer stag
nated at the endwall surface. As XID increases from the cyl
inder, the coefficient drops rapidly to a local minimum
(Cps = 0.39) between the cylinder leading edge and the saddle
point at an XID of 0.75. This sudden decrease in the pressure
is associated with the reverse flow accelerating away from the
cylinder leading edge towards the saddle point as shown in the
surface flow visualization streaklines. As the reverse flow ap
proaches the saddle point, the static pressure coefficient rises
slowly and reaches a local peak at an XID of 0.87. As the

Fig. 3 Endwall flow visualization at 22 and 3.5 m/s
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Fig. 5 Cylinder lateral surface pressure distribution in the plane of 
symmetry. 

(Uncertainty in Cps = ± 0.0096, in Y = ± 0.10 mm.) 

incoming flow approaches the saddle point, the measured ad
verse pressure gradient is similar to the gradient predicted by 
the potential flow theory for flow around a single cylinder. 

The static pressure coefficient curves at freestream velocities 
of 15 and 10 m/s are similar to the data measured at a free-
stream velocity of 22 m/s. Both curves show a local minimum 
pressure coefficient at an X/D of 0.75. However, the distri
bution is shifted downward with decreasing velocity. The de
crease in static pressure coefficient with velocity is small (less 
than 1.5 percent) compared to the freestream velocity reduction 
(—54 percent). 

There is a significant difference between the static pressure 
coefficient curves measured at freestream velocities of 6 and 
3.5 m/s and those measured at higher velocities. These curves 
do not show the local minimum present in the other curves. 
Rather, the curves show a slight pressure rise near an X/D of 
0.75 before increasing sharply near the cylinder. 

Comparing these curves in the region upstream of the saddle 
point with the one obtained using potential flow theory, the 
experimental values of the static pressure coefficients are 
slightly lower in magnitude. The boundary layers developing 
on the four sides of the test section increase the freestream 
velocity in the test section relative to the reference position 
resulting in lower static pressures. The pressure coefficients 
upstream of the separation line have been corrected in Fig. 4 
using the local boundary-layer displacement thickness deter
mined from LDA measurements for U0 = 15 m/s. 

The pressure measured at the endwall/cylinder junction 
was near the freestream stagnation pressure. The parameter 
(Refl)

1/3 (D/5*) was varied from 2050 (U0 = 22 m/s) to 960 
(t/0 = 3.5 m/s). These values are consistent with the correlation 
presented previously, though the lower value is between the 
limits of the two regimes shown in Table 1. 

Cylinder Surface Static Pressure. Cylinder surface static 
pressures measured in the plane of symmetry are shown in Fig. 
5 for the six velocities tested. Since freestream flow stagnated 
at the endwall/cylinder junction for all conditions, the entire 
leading edge of the cylinder was covered with freestream flow. 
Consequently, the pressure distributions are nearly constant 
except for a decrease near the wall at approximately y = 15 

mm. The local minimum pressure is associated with the pres
ence of a small vortex at the junction between the cylinder and 
the endwall. Note that at the lower velocities, the local min
imum is more significant indicative of a relatively stronger 
corner vortex. The pressure distributions on the cylinder at the 
other angular locations display trends similar to the results of 
Eckerle and Langston. 

Velocity Measurements. Velocity components in the plane 
of symmetry are shown from X/D= 1.2 (100 mm upstream of 
the cylinder) to the cylinder leading edge between y = 0.25 and 
59 mm. Data are presented in the form of velocity vector arrows 
with the arrow base located at the measurement point. 

Figure 6 shows the velocity vectors measured at U0 = 15 
m/s. The trends displayed by these data are similar to the 
trends measured at U0 = 22 and 10 m/s. Upstream of the 
saddle point, the velocity vector profiles look like those of a 
two-dimensional boundary layer. The velocity vectors indicate 
the presence of a horizontal reverse flow starting near the 
cylinder leading edge and vanishing near the saddle point. The 
reverse flow is confined to the lower 15 percent of the boundary 
layer. In the upper region of the viscous layer, the flow is 
horizontal and is in the same direction as the freestream flow. 
A fully developed vortex was not present between the forward 
and reverse flows. The velocity vectors along the cylinder lead
ing edge show that freestream flow moved vertically downward 
toward a small vortex at the endwall/cylinder junction. This 
small vortex created the dip in the cylinder leading edge pres
sure profiles shown in Fig. 5. This flow pattern is also consistent 
with the high static pressure coefficient measured on the end-
wall close to the cylinder which is indicative of freestream 
stagnation. 

The velocity vectors near the endwall are combined with the 
plane of symmetry pressure distribution and flow visualization 
in Fig. 7 for comparison. This combined plot indicates that 
the reverse flow accelerated away from the cylinder in the 
region with the high pressure gradient. Contrary to the as
sumption of some previous investigators, the location of the 
local minimum pressure does not correspond to the center of 
flow rotation. Rather, the local minimum is associated with 
the meeting of the incoming and reverse flows near the endwall. 
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The separation line between the forward and reverse flow is 
very shallow near the saddle point. Consequently, the reverse 
flow is eventually blocked by the incoming flow, creating an 
adverse pressure gradient to the reverse flow. The local min
imum occurs because of the two opposing pressure gradients. 
The flow visualization indicates that the reverse flow started 
to turn tangentially and flow around the cylinder near this 
location. 

The velocity vector plot for a freestream velocity of 6 m/s 
indicate a flow pattern similar to the pattern at the higher 
freestream velocities except for the region containing the cir
culating flow. The rudiments of a vortex are more apparent 
in the region between Y=3 and 8 mm. The velocity vectors 
near the center of the vortex were staggered, indicating that 
the vortex may have been unstable. 

Figure 8 shows the combined plot at U0 = 3.5 m/s. At this 
velocity, a fully developed vortex can be more clearly identi
fied. The vortex center corresponds with the location of the 
center of the recirculating flow measured at the higher veloc
ities. The axial location of the vortex center is slightly closer 
to the cylinder relative to the location where the endwall static 
pressure distribution starts to level out in the reverse flow 
region. This again indicates that the pressure field at the end-
wall reflects the local flow near the endwall and cannot be 
used to infer the internal flow field. Since some of the reverse 
flow rolled up into the vortex, the local minimum in the endwall 
pressure distribution created by the interaction of the incoming 
and reverse flows at the higher velocities is not present. The 
velocity magnitudes within the small vortex at the endwall/ 
cylinder junction were larger at U0 = 3.5 m/s than at the other 
freestream velocities. 

The relative strength of the recirculating flow at each ap
proach velocity was quantified by calculating the circulation, 
T, in the region bounded by 0.566 < X/D s 0.743 and 2 mm 
< Y < 8 mm. The calculated circulation, normalized by the 
nominal approaching boundary layer thicknesses of 3.8 cm 
and U0, is shown in Table 3 for each of the approach velocities. 
These results show that the normalized circulation is stronger 
at the lower velocities, which is consistent with the flow pattern 
where a fully formed vortex was only measured at the lower 
velocities. 

The vector plots indicate that two different flow regimes 
were established over the velocity range tested. The parameter 
(Re/>)1/3 (D/8*) can be used to correlate the flow regimes. 
Referring to Table 2, a fully formed vortex was not measured 
in the plane of symmetry for (ReD)1/3 CD/5*) > 1360 (£/„ > 
10 m/s). At {ReD)l/3(D/8*) = 1150 (t/0 = 6 m/s), the rudi
ments of a vortex were measured. At (ReD)l/3(D/8*) = 960 
(U0 = 3.5 m/s), a fully formed vortex was measured. These 
data are consistent with the work of Eckerle and Langston 
((Re0)

1/3CD/5*) = 5311 and no vortex formed) and Pierce et 
al. ((ReD)m(D/8*) = 673 and a fully formed vortex present 
in the plane of symmetry). These results indicate, then, that a 
value of (Rec) CD/5*) = 1000 approximately represents a 
critical value between the two-flow regimes. 

The physical mechanism determining whether a vortex forms 
in the plane of symmetry is the momentum of the reverse flow. 
The flow in the separation region is dominated by viscous 
forces. At a low approach velocity, the resultant reverse flow 
momentum is reduced enough by the relatively higher viscous 
forces to allow a vortex to form in the plane of symmetry. At 

Table 3 Circulation analysis results. (Uncertainty in £/0 = 
±0.176 m/s, in F/U08 = ±0.000372.) 

U0 (m/s) 

3.5 
6 

10 
15 

T/U08 

0.0278 
0.0217 
0.0172 
0.0089 

Journal of Fluids Engineering 

the higher freestream velocities, viscous dissipation in the re
verse flow is not large enough to allow a vortex to be formed. 
The high momentum of the reverse flow carries it toward the 
separation line and away from the plane of symmetry instead 
of allowing the reverse flow to roll up into a vortex. 

While the same mechanisms determine whether freestream 
stagnation occurs as demonstrated by the previous correlation, 
freestream stagnation does not correlate vortex formation in 
the plane of symmetry. Freestream stagnation was measured 
in all cases, while a vortex was formed in the plane of symmetry 
at the low velocity condition. This is further evidence of the 
difficulty associated with inferring interior flow conditions in 
the separation region from surface measurements. 

Turbulence Intensities. Axial and vertical rms velocities 
and Reynolds stresses were measured in the plane of symmetry 
boundary layer upstream of the separation region at X/D = 1.22 
as a reference for data measured in the separation region. The 
distributions are typical for a two-dimensional boundary layer 
formed from a freestream with low turbulence. The axial tur
bulence intensities are larger and match the measurements of 
Klebanoff (1955). 

A detailed description of the turbulence measurements in 
the separation region is presented by Awad (1989). A portion 
of the data that indicates the main conclusions is presented 
here. Vertical turbulence intensities for a freestream velocity 
of 3.5 m/s are presented in Fig. 9. Data are shown starting at 
1 mm from the endwall. The vertical fluctuating velocities 
peaked at A7Z) = 0.64 for all of the approach velocities. When 
a vortex was formed at U0 = 3.5 m/s, v'/U0 peaked in the 
vortex core. Only a small peak was measured at the higher 
velocities with no vortex present. Along the face of the cylinder 
(X/D = 0.5002) where the mean direction of the flow was 
vertically down along the cylinder leading edge, the values of 
v' are higher than u'. A large vertical turbulence intensity was 
measured at Y = 2 mm near the cylinder due to the vortex at 
the endwall/cylinder junction. This peak was not measured at 
the higher velocities where the small vortex was relatively less 
intense. 

Reynolds shear stresses are shown in Fig. 10 for U0 = 3.5 
m/s. The stress distribution shows two sharp peaks around 
the vortex core at X/D = 0.64 which are not present at the 
higher velocities. Significant variations in the stress values were 
measured upstream of the vortex at X/D = 0.74 where the 
incoming and reverse flow interacted. The shear stress distri
bution fluctuations from positive to negative values in the 
separation region existed for all velocities. This indicates that 
the Boussinesq approximation of eddy viscosity for a shear 
flow, which states that the cross moments are proportional to 
the rate of change of the velocity with respect to Y, is not 
applicable to this region. 

Summary and Conclusions 
A horseshoe vortex system was generated by blocking an 

endwall turbulent boundary layer with a cylinder. The sepa
ration in front of cylinder depended on the momentum of the 
reverse flow in the separation region. This momentum is related 
to the approaching freestream velocity and boundary-layer 
thickness. Two types of separation were identified, for the 
nearly constant boundary layer thickness of this experiment. 
At high incoming freestream velocities, a vortex was not formed 
in the plane of symmetry. The high momentum of the reverse 
flow near the plane of symmetry carried it toward the saddle 
point and then around the cylinder. Peak turbulence was meas
ured where the reverse flow and the incoming flow interacted. 
At relatively low incoming freestream velocities, the reverse 
flow did roll up into a vortex in the plane of symmetry. Peak 
turbulence was measured in the vicinity of the vortex center. 
The small vortex at the endwall/cylinder junction was stronger 
for this flow regime. The nondimensional parameter, 

MARCH 1991, Vol. 113/43 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.40 

0.36 -

0.32 -

0.2B ^ 

0.24 -
o 

\ 0 . 2 0 -

> 0.16 -

-
0:12 -

0.08 -_ 

0.04 -

u.uu -) 

X/D = 0.5002 

* 

» 
, % * * 
}*t * ** 

* * < 

i | l | l | i 

X/D = 0.5720 

* 
•** 

A 

* * • W„ *, 
* 

* 
1 | 1 | 1 | 1 

X/D = 0.6380 

* 
** 
+ 

* 
* 

* * 

* 
* ** 

* * 
* **, * * 

i | i 1 i I i 

X/D - 0.7430 

% 
* * 

** 
* *1 * * 

* * * * * 
* * * ** * * 

i | i j i | i 
15 30 45 60 0 15 30 45 60 0 15 30 45 60 0 15 30 45 60 

r(mm) Y(rrim) Y(mm) Y(mm) 

Fig. 9 Vertical turbulence intensities at U0 = 3.5 m/s 

(Uncertainty in v'IU0 is 5 percent, in Y = ± 0.1 mm) 

0.024 ^ 

0.020 -

0.016 -

0.012 -

0.006 -

0.004 ^ 

0.000 ^ 

-0.004 ^ 

-0.008 -

-0.012 ^ 

-~1 

X/D = 

• 

\v** 

1 1 

0.5002 

* 

1 ' I ' 

X/D -

4 

*** 
* ***** 

l 1 1 

0.5720 

» * * *** * + 

1 ' 1 ' 

X/D - 0.6380 

+ 

* 

* * 
* 

* 
* 

i I i I i 1 i 

X/D = 0.7430 

* * 
* * 
* * 

i 

i i i i i i i 
15 30 45 60 0 15 30 45 60 0 15 30 45 60 0 15 30 45 60 

Y(mm) Y(mm) Y(mm) Y(mm) 

Fig. 10 Turbulence shear stresses at U0 = 3.5 m/s 

(Uncertainty in (u'v'IUQ
2) is 13.2 percent, in Y = ± 0.1 mm.) 

(ReD)i/3(D/&*), correlates the results of this experiment and 
two other cases in the literature. A vortex was not created in 
the plane of symmetry for values of this parameter greater 
than approximately 1000. A fully formed vortex was measured 
in the plane of symmetry in tests corresponding to lower values 
of this parameter. These different flow regimes are expected 
to have different effects on the heat transfer and effectiveness 
of a coolant film in this region. 
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Wake Characteristics of Two 
Circular Cylinders Arranged 
Perpendicular to Each Other 
The turbulent fluid motion established in the wake of two long, smooth circular 
cylinders arranged perpendicular to each other has been investigated in a steady, 
low-turbulence, uniform flow at Reynolds numbers of 2 x 104 and 2 x10s (based on 
cylinder diameter and freestream velocity). A complex three-dimensional regime 
was found at the center of the configuration, the precise nature of which is depen
dent upon the spacing of the cylinders. If the distance between the axis of each 
cylinder is less than three diameters, the fluid motion in the central near wake is 
dominated by secondary flows associated with trailing vortices and horseshoe vor
tices, whereas at spacings beyond this critical value there is a considerable reduction 
in the influence of secondary flow. The paper examines these spacing related regimes 
in detail and considers the extent of the associated interference effects. 

1 Introduction 

When a uniform flow is forced to pass around an obstruc
tion composed of circular cylinders arranged perpendicular to 
each other, a turbulent three-dimensional flow field is created, 
the characteristics of which are of interest over a wide range of 
engineering applications. For example, such a configuration is 
often found in the grids used for turbulence control in wind 
tunnel studies, or in lattice frameworks exposed to a wind or 
marine environment, and may be utilised in thermal cooling 
devices and heat exchangers. However, despite the common 
occurrence of this geometry, the associated flow regimes have 
only received attention in a small number of recent studies. 

Among these are investigations undertaken to examine the 
fluid motion induced by two circular cylinders which intersect 
in a single plane and form a cross geometry. In this case, 
Osaka et al. (1983a, b) have studied the structure of the tur
bulent wake and Zdravkovich (1985) has examined the cor
responding surface flow patterns. Both of these authors found 
that the overall flow field created by a cross can be divided in
to two characteristic regions. These are: an outer region of 
flow conditions typical of a single cylinder, and an inner 
region of highly three-dimensional flow close to the center of 
the geometry. In the latter region the fluid motion is 
dominated by strong secondary flows which are present as a 
result of eight trailing vortices arranged symmetrically in the 
wake, that is, two in each quadrant of the configuration. 

In addition, Zdravkovich (1983) has determined details of 
the airflow around two circular cylinders placed one behind 
the other to form a perpendicular geometry with a point of 
contact and Tomita et al. (1987) have considered the acoustic 
characteristics of such an arrangement. Although in this case 
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the overall flow field can again be divided into an inner and 
outer region dependent upon the level of disturbance, 
Zdravkovich (1983) found the regime in the highly three-
dimensional inner region to be somewhat different to that pro
duced by the cross geometry. In this respect the fluid motion 
at the center of the configuration is dominated by a pair of 
horseshoe vortices, which are generated near the point of con
tact, in addition to four trailing vortices formed at the rear of 
the upstream cylinder. 

This paper considers the effect upon the wake of the in
troduction of a gap at the center of the configuration for the 
case of perpendicular cylinders with axis spacings up to ten 
diameters. It reports the results of experiments carried out in a 
wind tunnel at a Reynolds number of 2x 104, which involved 
extensive measurements of mean surface pressure and mean 
velocity components for the calculation of flow vorticity and 
turbulence intensity, and presents observations from a com
plementary flow visualization study performed in a water tun
nel facility at a Reynolds number of 2x 103. 

2 Experimental Details 

The experimental measurements were made in a low-speed, 
blow-down, open-circuit wind tunnel in the Department of 
Civil Engineering at the University of Surrey, United 
Kingdom. This has a working section of 1.067m width x 
1.372m height x 9.0m length and produces a steady, uniform 
airflow with a freestream turbulence intensity less than 0.2 
percent at the model testing station. Further details can be 
found in Savory and Toy (1984) and Fox and Toy (1988). 

Two long, smooth, polished aluminum cylinders of 30 mm 
diameter formed the model and these completely spanned the 
working section in the vertical and horizontal directions. This 
arrangement ensured that large aspect ratios were achieved 
between the fixed ends of each cylinder (45 and 35 for the ver-
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Downstream 
cyl inder 

Upstream 
cyl inder 

Fig. 1 Geometry of the perpendicular cylinders and the coordinate 
system 

tical and horizontal respectively), with low area blockage (2.8 
and 2.2 percent), and it was therefore considered unnecessary 
to apply a correction factor to the experimental data. The ver
tical cylinder could be displaced to establish a gap at the center 
of the configuration, as shown in Fig. 1. The latter also gives 
the coordinate system based on the geometry and defines the 
spacing between the axis of each cylinder as L. 

Mean surface pressure distributions were measured by the 
use of 0.5 mm (± 0.02mm) diameter tappings connected to a 
low-pressure transducer via a Scanivalve switch mechanism. 
The latter was controlled by a microcomputer, which also per
formed data acquisition and on-line analysis as described by 
Savory and Toy (1984). The freestream reference pressure was 
obtained from a pitot-static tube positioned in the uniform 
flow. Values of the coefficient of mean pressure, Cp, with an 
uncertainty of 1.5 percent, were calculated from 30,000 
samples at each location in accordance with the expression: 

CP = 
PL-PO 
0.5 pUl 

where PL is the mean local surface pressure, P0 is the 
freestream static pressure, and O.SpUl is the dynamic pressure 
of the freestream. 

Velocity measurements were made with a pulsed-wire 
anemometer of the type described by Bradbury and Castro 
(1971), this being an appropriate instrument for use in highly 
turbulent flows. Data collection over the near wake were 
achieved by mounting the probe on a three-dimensional 
traversing system, which has a positional accuracy of 
±0.02mm. On-line data acquisition and analysis was per-

Cpb - 1 . 0 

y / D 

Fig. 2 Mean base pressure distributions measured on the upstream 
cylinder at a Reynolds number Re = 2 x 104; • L = 1D, » L = 1.5D, B 
L = 2D, * L = 2.5D, x L = 3D, A L = 4D, D L = 5D, O L = 10D, » single 
cylinder. (Uncertainty in Cp = 1.5 percent and in ylD= ±0.017.) 

formed by the microcomputer, values of the normalised mean 
velocity components and turbulence intensities being 
calculated from 10,000 velocity samples taken at each 
measurement position. The uncertainty associated with the 
measurement of mean velocity was 1.0 percent. 

In order to calculate the distribution of X-direction vortici-
ty, iox, over related plans in the wake, it was necessary to ob
tain normalised mean velocity components; ii/U0, v/U0, and 
w/U0. To achieve this, each two-dimensional traverse over the 
measurements plane was repeated five times with the probe at 
yaw angles of 0 and ±45 deg, and the data were reduced by 
the method of Cheun (1981). From these results an approx
imate differentiation of the mean velocity profiles was under
taken to give the X-direction vorticity: 

3w dv 
dy dz 

Flow visualization was performed in a low-speed closed-
circuit water tunnel in the Department of Civil Engineering at 
The University of Queensland, Australia. This is driven by a 
variable-speed axial flow impeller and has a 1.63m long work
ing section of 331.5mm diameter. The velocity profile is 
uniform at the model testing station with a turbulence intensi
ty less than 1 percent. 

— Nomenclature 
Cp = mean pressure 

coefficient = 

-pb 

D 
L 

PL = 

Po = 
Re = 

PL-PQ 
0.5 pU\ 

mean pressure coeffi
cient measured on the 
base (0 = 180 deg) 
diameter of cylinder 
distance between cen
tral axis of each 
cylinder 
mean local pressure on 
cylinder's surface 
static pressure 
Reynolds 
number = DU0/v 

U0 = mean freestream 
velocity in the X-
direction 

u, v, w = instantaneous velocity 
components in the X, 
Y, and Z directions, 
respectively 

u, v, w = mean velocity com
ponents in the X, Y, 
and Z directions, 
respectively 

, v', w' = velocity fluctuations in 
the X, Y, and Z direc
tions, respectively 

X = Cartesian coordinate in 

the longitudinal 
direction 

Y = Cartesian coordinate in 
direction perpendicular 
to the wind tunnel 
floor 

Z = Cartesian coordinate in 
lateral direction 

6 = Azimuth angle from 
stagnation point 

ix = dynamic viscosity of 
fluid 

v = kinematic viscosity of 
fluid 

p = density of fluid 
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Fig, 3 Mean base pressure distributions measured on the downstream 
cylinder at a Reynolds number Re = 2 x 1 0 4 ; • L = 1D, v L = 1.5D, a 
L = 2D, A L = 2.5D, x L = 30, A L = 40, o L = 5D, o L = 10D. (Uncertain
ty in Cp = 1.5 percent and in z/D = ±0.017.) 

A pair of smooth, polished brass cylinders of 16mm 
diameter formed the model geometry used in the visualization 
experiments and these completely spanned the working section 
in the vertical and horizontal directions. The vertical cylinder 
could be displaced to give a maximum distance between the 
axis of each cylinder of five diameters. Flow visualization was 
achieved by the injection of dye through 1.0mm diameter 
holes drilled in a fixed configuration on the model's surface. A 
permanent record of visual observations was obtained by 
photography using 500 Watt studio lighting and 400ASA 
Kodak Tri-X pan black and white print film. 

3 Discussion of Results 

3.1 Surface Pressure Measurements. Surface pressure 
measurements were made in the wind tunnel for a range of 
cylinder spacings from the point of contact case, L= ID, to a 
distance between cylinder axes of ten diameters, L = 10D, at a 
Reynolds number of 2x 104. The latter, which is in the upper 
subcritical range associated with a single circular cylinder, was 
chosen for its practical significance and compatibility with 
previous work in this field. 

The distributions of mean pressure measured on the base 
(0= 180 deg) of the upstream cylinder over half of the span 
(symmetry about the mid-span is assumed) are presented in 
Fig. 2 in terms of the mean base pressure coefficient, Cpb. 
These can be divided into two spacing related groups of 
Z,<3D and L>3D, with the L = 1D distribution as a unique 
case. The latter exhibits an inner region of interference effects 
characterised by a strong peak in suction located adjacent to 
the center of the span, at y = 1.75D, and associated pressure 
gradients which are indicative of strong secondary flows at the 
rear surface of the cylinder. Indeed, such flows were identified 
in oil film visualization experiments performed by 
Zdravkovich (1983) on the surface of two similar cylinders 
forming the point of contact geometry (L = 1D) and were 
found to be associated with the existence of intense trailing 
vortices on either side of the base line. 

A distinct peak in suction indicative of the presence of 
similar trailing vortices is evident in the group of distributions 
recorded for axis spacings in the range: L<3D, Fig. 2. 
However, in this case the pressure gradients are weaker than 
those recorded when L = ID and the suction peak is located 
closer to the center of the span, at ^=1D. This suggests a 

Horseshoe i Trailing 

Fig. 4 Sketch of the flow regime in the near wake of the perpendicular 
cylinders; (a) with a point of contact at the center of the geometry 
L = 1D, (b) with axes spacings in the range 1D<L<3D, (c) with axes 
spacings in the range L>3D. 

change in the mechanism of trailing vortex generation and a 
reduction in the spanwise extent of the associated interference 
region. Indeed, Fig. 2 shows that when L < 3D the inner region 
of highly disturbed flow generally extends to within four 
diameters of the center of the configuration, y<4D, com
pared with five diameters in the case of L = ID, and that 
beyond this the value of Cpb tends toward that measured at an 
equivalent location on a single cylinder. 

As the distance separating the axis of each cylinder is in
creased towards the critical value of three diameters, L = 3D, 
the pressure gradients indicate a reduction in secondary flow 
in the disturbed inner region, until eventually, when L>3D, 
the peak suction associated with the trailing vortices is no 
longer evident. With increased spacing in this second range the 
pressure distributions tend towards that recorded on the single 
cylinder (it should, however, be noted that the latter exhibits 
some degree of spanwise non-uniformity due to the fact that 
the cylinders were not fitted with end plates). 

Strong secondary flows associated with a highly disturbed 
inner region are also evident in the spanwise distributions of 
base pressure recorded on the surface of the downstream 
cylinder, Fig. 3, and these can again be divided into two main 
groups. At spacings in the range Z,<3D, the distributions ex
hibit a peak in suction adjacent to the center of the geometry 
which appears to be similar to that recorded on the upstream 
cylinder at corresponding spacings. However, in this case the 
position of the peak is much closer to the center of the span 
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y/D

Fig. 7 Distribution of X-direction vorticity in the central near wake of
the perpendicular cylinders when L = 20, Re = 2 x 104; (a)x = 10,
(b)x = 20, (c)x = 40 (Contours = 100"'x1Uo with an uncertainty of 10 per·
cent. Uncertainty in ylD and zlD = ± 0.0007.)

diameters, L> 3D, the distributions in Fig. 3 exhibit a suction
peak which is further from the center of the span. In this
respect these distributions resemble that recorded on the
upstream cylinder when L = ID and are, as such, indicative of
secondary flows feeding a trailing vortex mechanism at z= 2D.
Figure 3 shows that this regime gives rise to an inner region of
interference effects extending as far as z=7D, which persists
over the range of cylinder spacings examined (up to ten
diameters).

3.2 Flow Visualization. The spacing related secondary
flows identified in the surface pressure measurements of Sec
tion 3.1 were investigated further through visualization ex
periments performed in the water tunnel at a comparable
Reynolds number of 2 x 103 • Figure 4 presents the principal
observations in sketch form. When the configuration com
posed of two cylinders in contact (L = ID) was examined, Fig.
4(a), the central near wake was seen to be dominated by four
trailing vortices generated at the surface of the upstream
cylinder, one in each quadrant of the geometry, and a pair of
horseshoe vortices which develop around the center of the
downstream cylinder. Periodic vortex shedding, similar to that

a 0
0 2 z/D

2
-yO

/
B

b 0 z/D0 2
Fig. 5 Two of the trailing vortices generated In the wake of the
upstream cylinder al the center of the conllguratlon when the cylinders
form a point of contact, L =10, Re =2 x 103

2

and, therefore, the inner region of highly disturbed conditions
is reduced in spanwise extent to approximately z< 3D.

Zdravkovich (1983) also found the inner region of gross in
terference to the flow conditions around the downstream
member of the cylinders in contact configuration (L = ID) to
be restricted to a shorter portion of the span. In the latter case,
oil film visualization of the surface flow patterns revealed this
apparent reduction in the extent of the interference effects to
be due to the presence of secondary circulations which are
somewhat different to those found at the surface of the
upstream cylinder. In this respect two horseshoe vortices are
generated, one from each side of the point of contact, and
these converge in the immediate wake of the downstream
cylinder. The pressure distributions presented in Fig. 3 suggest
that such a mechanism continues for axis spacings up to a
critical value of three diameters.

When the distance between the axes is in excess of three

Fig. 6 The generation of vorticity from the center of the configuration
when the cylinder axes are two diameters apart, L = 20, Re = 2 x 103
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y/D 

z/D 
Fig. 8 Distribution of turbulence intensity at x = 1D in the central near 
wake of the perpendicular cylinders when L = 2D, Re = 2 x 1 0 4 (Con
tours = U'2IUQ with an uncertainty of 1 percent. Uncertainty in other 
parameters the same as for Fig. 7.) 

y/D 

z/D 
Fig. 9 Distribution of turbulence intensity at x = 1D in the central near 
wake of the perpendicular cylinders when L = 3D, Re = 2x 1 0 . (Uncer
tainty in all parameters the same as for Fig. 8.) 

associated with a single cylinder, was observed in the wake of 
both the upstream and downstream cylinders at spanwise loca
tions in the outer region away from the center of the geometry. 
This is consistent with the surface pressure measurements 
described in Section 3.1 and the results of hot-wire 
anemometer measurements made by Zdravkovich (1983) in 
the near wake of a similar configuration. In the latter work, a 
strong output signal associated with periodic vortex shedding 
was recorded at all spanwise locations in the wake of the 
upstream cylinder, except in close proximity to the trailing 
vortices. Similarly, a traverse in the wake of the downstream 
cylinder revealed that periodic vortex shedding dominates the 
fluid motion at spanwise locations away from the horseshoe 
vortices. 

Two of the trailing vortices sketched in Fig. 4(a) are shown 
in Fig. 5. The vortices are marked by arrows A and B, respec
tively, and are located at a spanwise position approximately 
centered on \y\ = 1.75D, which is consistent with the suction 
peak recorded in the associated pressure distribution of Fig. 2. 
This implies that changes of Reynolds number in the sub-
critical regime have little effect on the position of this secon
dary flow structure. Further, Fig. 5 clearly shows that the 
trailing vortices are sustained by a ventilation of fluid away 
from the mid-span of the upstream cylinder, which is in agree
ment with the pressure gradient recorded on the surface (Fig. 
2) and, as such, corroborates the mechanism identified in the 
oil film visualization experiments performed by Zdravkovich 
(1983). 

Figure 4(b) summarizes the flow regime observed in the 
wake of configurations with axis spacings below the critical 

value of three diameters (1D<L<3D) . In this range the cen
tral near wake is again dominated by four trailing vortices and 
a pair of horseshoe vortices, with periodic vortex shedding in 
an outer region. However, the mechanism of trailing vortex 
generation is, as suggested in Section 3.1, somewhat different 
to that associated with the cylinders in contact case. In this 
respect observation of the vortices revealed them to be the 
result of a movement of circulating fluid away from the gap 
between the cylinders at the center of the configuration. 

Fox (1990) and Fox and Toy (1988) have clearly shown that 
the flow regime in the gap is dominated by two recirculation 
'cells' which form in the x-z plane when the spacing is below 
the critical value of three diameters. It was observed that the 
vorticity associated with each of these cells moves away from 
the center of the configuration in the Y-direction, as shown by 
the dye movement in Fig. 6, is forced over the downstream 
cylinder by the primary flow in the direction of the freestream, 
and results in the trailing vortices sketched in Fig. 4(b). This 
mechanism is consistent with the suction peaks and pressure 
gradients recorded in the associated pressure distributions of 
Fig. 2. 

The horseshoe vortex regime which forms around the 
downstream cylinder is also evident in Fig. 6 as a dye-free area 
marked by arrow C. This is in sharp contrast to the intense dye 
concentration associated with the trailing vortices and 
therefore shows that the horseshoe vortex structures are sus
tained by fluid from outside of the recirculation cells formed 
at the center of the configuration. 

When the spacing between the axis of each cylinder is three 
diameters, the flow regime in the wake of the configuration 
was observed to change significantly, Fig. 4(c). The 
horseshoe vortices are replaced by weak secondary flows, 
which no longer dominate the central near wake, and the con
ditions around the upstream cylinder become similar to those 
associated with the single cylinder. Indeed, Fox (1990) has 
clearly shown that periodic vortex shedding dominates the 
wake at the mid-span of both cylinders when L > 3D and that 
the weak secondary circulations are confined within the vortex 
formation region of the downstream cylinder. 

3.3 Wake Measurements. In Section 3.2 it was shown that 
complex, spacing related secondary flows occur in the central 
near wake of two circular cylinders arranged perpendicular to 
each other. Further investigation of these flows was under
taken in the wind tunnel. Measurements were made of the 
distribution of vorticity and //-component turbulence intensity 
over y-z planes (see Fig. 1) covering one quadrant of the 
geometry and defined within the limits; > ,<2.5D, z<2.5D, 
symmetry being assumed in the wake. 

The distribution of secondary vorticity in the near wake of 
the configuration with an axis spacing of two diameters, 
L = 2D, is presented in Fig. 7. The result shows that in the im
mediate wake, at x = l D , Fig. 7(a), two dominant areas of 
vorticity are present which correspond to the principal 
features identified in the flow visualization experiments (as il
lustrated in Fig. 4(b)). In this respect, the intense circulation 
with its center at z /D = 0.5, y/D^O.25 is associated with an 
arm of one of the horseshoe vortices, and the weaker circula
tion centered on z/D^0.25, y/D~l.5 corresponds to a trail
ing vortex. The latter decays rapidly in the stream wise direc
tion, as shown by Figs. 1(b) and (c), the vorticity of this 
feature being negligible by four diameters downstream of the 
geometry. This suggests that the vortices are much weaker 
than those associated with intersecting perpendicular cylinders 
which Osaka et al. (1983a) have shown to be detectable in the 
far wake at x = 30.5D. 

In the case of the significantly stronger horseshoe vortex, 
the location of the center of vorticity in the y-z plane at x= ID, 
Fig. 7(a) , coincides with the position of the suction peak 
recorded at z/D = 0.5 on the base centerline of the 
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downstream cylinder, Fig. 3, and the direction of the circula
tion is compatible with the associated pressure gradients. 
However, Figs. 1(b) and (c) show that this center of max
imum vorticity moves laterally away from the center of the 
configuration in the near wake, it being located at z/D~ 1.75, 
y/D 1=0.1 by x = 4D. In addition the vortex is seen to decay 
rapidly during this migration, the maximum vorticity recorded 
at x = 4D being only 20 percent of that found in the immediate 
wake at x= ID, and it is therefore suggested that the horseshoe 
vortex structure does not persist into the far wake. 

The effect of this secondary flow regime upon the distribu
tion of longitudinal turbulence intensity, u'2/Ul, in the near 
wake of the cylinders can be assessed through Fig. 8. The 
general contour pattern in the quadrant is influenced to a large 
degree by the perpendicular arrangement of the cylinders and, 
in respect of this, the result is similar to that found by Osaka et 
al. (1983, b) in the wake of intersecting cylinders forming a 
cross. Indeed, the latter investigation revealed a cross pattern 
in the turbulence intensities measured in the wake at 
x = 30.5D, with a maximum intensity at the center of the 
distribution. 

In the case of the L = 2D configuration, Fig. 8 shows the 
peak intensity recorded to be located close to the center of the 
configuration and, as such, coincident with the position of the 
horseshoe vortex. However, the contours in the region z/D> 1 
are parallel to the axis of the downstream cylinder and are in
dicative of the mean position of the free shear layer separated 
from that member. This confirms visual observation that a 
vortex shedding process dominates the wake in this region 
despite the presence of secondary flow. Indeed, Zdravkovich 
(1983) recorded a Strouhal number compatible with periodic 
vortex shedding at a similar location in the near wake of the 
downstream member of two cylinders forming the point of 
contact geometry (L = ID). In the latter work, evidence of 
periodic vortex shedding was found at all spanwise locations 
except in close proximity to the center of the configuration, 
where the horseshoe vortex regime suppresses the process. 

It was shown in Section 3.2 that at an axis spacing of L = 3D 
a reduction in the influence of the secondary flow field upon 
the streamwise conditions in the near wake allows periodic 
vortex shedding to occur at the center of the downstream 
span. This change in the flow regime is particularly evident in 
the distribution of longitudinal turbulence intensity presented 
in Fig. 9. In this respect, the influence of the perpendicular 
geometry on the turbulence field is considerably reduced and, 
instead, the effect of the downstream cylinder dominates the 
contour pattern. Indeed, the secondary circulation has little 
effect on the behavior of the free shear layer in the immediate 
wake and the intensities recorded in the region y < 0.5D are of 
an order to be expected in a vortex formation region. 

4 Conclusions 

The results of an extensive experimental investigation have 
provided details of the near wake characteristics associated 
with two long, smooth circular cylinders arranged perpen
dicular to each other in a uniform, low-turbulence flow. It was 

found that at a Reynolds number in the subcritical range two 
fundamental spacing related flow regimes are possible. 

If the distance between the axis of each cylinder is less than 
three diameters, the central near wake of the configuration is 
dominated by four trailing vortices, one in each quadrant of 
the geometry, and a pair of horseshoe vortices generated 
around the downstream cylinder. Although these secondary 
circulations decay rapidly in the direction of the mainstream, 
they have a considerable influence on the motion of fluid im
mediately behind trie cylinders and are responsible for a sup
pression of periodic vortex shedding at the mid-span. By con
trast, at spanwise locations away from this inner region of 
highly three-dimensional flow, the wake is dominated by con
ditions typical of a single cylinder in uniform flow. 

If the axis spacing is three diameters or above, there is a 
significant reduction in the influence of secondary flow in the 
wake of the configuration. In this respect the four trailing vor
tices are no longer generated and the horseshoe vortex regime 
is replaced by weak circulations which are not strong enough 
to dominate the wake. Indeed, over the range of spacings ex
amined (up to 10 diameters), the wake structure of each 
cylinder is dominated by periodic vortex shedding and tends 
towards single cylinder conditions with increased distance be
tween the axes. 
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Turbulent Flow Around a Bluff 
Rectangular Plate. Part I: 
Experimental Investigation 
Measurements are reported for the separated reattaching flow around a long rec
tangular plate placed at zero incidence in a low-turbulence stream. This laboratory 
configuration, chosen for its geometric simplicity, exhibits all of the important 
features of two-dimensional flow separation with reattachment. Conventional hot
wire anemometry, pulsed-wire anemometry and pulsed-wire surface shear stress 
probes were used to measure the mean and fluctuating flow field at a Reynolds 
number, based on plate thickness, of 5 x 10*. The separated shear layer appears 
to behave like a conventional mixing layer over the first half of the separation 
bubble, where it exhibits an approximately constant growth rate and a linear variation 
of characteristic frequencies and integral timescales. The characteristics ofthe shear 
layer in the second half of the bubble are radically altered by the unsteady reat
tachment process. Much higher turbulent intensities and lower growth rates are 
encountered there, and, in agreement with other reattaching flow studies, a low 
frequency motion can be detected. 

1 Introduction 
Separated-reattaching flows, typical of flows around bluff 

bodies, occur in a large variety of environmental and engi
neering situations. The recirculating flow regions—known as 
separation bubbles—encountered in these flows have a signif
icant impact on the performance of, for example, airfoils at 
higher angles of attack, turbine blades, diffusers, heat ex
changers and combustors. Separated flows determine, to a 
large extent, the drag of road vehicles and are the dominant 
feature of atmospheric flows over buildings, fences and hills. 
They are also a critical factor in the design of structures, such 
as bridges, which are susceptible to potentially disastrous wind 
induced oscillations. 

In the last decade, experimental research in separated-reat
taching flows has been greatly stimulated by the development 
of instruments suitable for measurements in recirculating flows, 
especially the laser-Doppler and pulsed-wire anemometers. 
General reviews of the literature have been undertaken by 
Bradshaw and Wong (1972) for earlier experimental work, and 
by Westphal et al. (1984) and Simpson (1981; 1985) for more 
recent developments. The last reference is a comprehensive 
survey of measurement techniques, experimental studies, as 
well as calculation methods. 

In an effort to isolate those flow "features of fundamental 
importance, a number of laboratory geometries have been 
devised to generate two-dimensional separated reattaching 
flows. Some of these geometries are shown in Figure 1. The 
flow around the blunt rectangular section (Fig. 1) is one of 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS and presented at the Fluids Engineering Conference, 
Toronto, Canada, June 1990. Manuscript received by the Fluids Engineering 
Division August 8, 1989. Paper No. 90-FE-4. 

the simplest two-dimensional recirculating flows, yet it exhibits 
all the salient features of separated reattaching flows. It also 
combines several of the advantages of the other geometries: 
fixed separation point, single primary recirculation zone and, 
due to the strong favorable pressure gradient on the front face, 
an extremely thin separating shear layer compared with the 
overall scale ofthe separation bubble. Further, the typical bluff 
body shape and the simple upstream boundary conditions make 
this flow an "ideal" test case for numerical methods. 

One of the earliest studies of the flow past a blunt rectangular 
section is due to Roshko and Lau (1965), who also considered, 
in the same paper, the flow around various forebody shapes 
with splitter plates. The main focus of their study was the 
pressure recovery process in reattaching flows. An important 
finding of Roshko and Lau was that, for all cases considered, 
the pressure distributions collapsed to a single curve when the 
pressure was normalized by the pressure at separation and the 
streamwise distance was normalized by the reattachment length. 
This suggested that some features of separated-reattaching 
flows are universal, and that the reattachment length is an 
important characteristic length scale of these flows. 

Ota and co-workers (Ota and Kon, 1974; Ota and Itasaka, 
' 1976; Ota and Narita, 1978; Ota and Motegi, 1983) performed 
extensive measurements on the bluff plate geometry. While 
these measurements give a good description of the gross fea
tures of the flow, their accuracy is dubious because the mean 
and fluctuating velocities were measured using a Pitot tube 
and a hot-wire anemometer respectively. Both techniques are 
known to be unreliable in this kind of flow. Additionally, 
important three-dimensional effects are likely to have been 
present as a result of the low aspect ratio (tunnel width/plate 
thickness AR = 5). 
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Fig. l(a-g) Configurations which exhibit two-dimensional flow sepa
ration with reattachment 

Extending an earlier study (Kiya et al., 1982) where con
ventional hot-wire anemometry was used, Kiya and Sasaki 
(1983a) reported on a comprehensive set of measurements in 
which directionally sensitive split-film sensors were used in 
conjunction with hot-wire anemometry. Mean and fluctuating 

velocities and forward flow fraction data were presented. Im
portant aspects of the unsteady nature of the flow were also 
reported in this paper and are reviewed later. 

The effect of Reynolds number was investigated by Ota et 
al. (1981) who also considered the effect of separation angle. 
Using flow visualization (with aluminium powder), they ob
served three flow regimes: (i) the laminar separation-laminar 
reattachment regime in which, in agreement with the obser
vations of Lane and Loehrke (1980), the reattachment length 
increases with Reynolds number; (ii) the laminar separation-
turbulent reattachment regime characterized by the appearance 
of instabilities in the shear layer near separation and transition 
to turbulence before reattachment; (iii) the turbulent separa
tion-turbulent reattachment regime (Re > 2 x 104) where the 
separated shear layer becomes turbulent very soon after sep
aration. The Reynolds number was found to have no effect 
on the reattachment length in this last flow regime. 

The Reynolds-number-independent regime was also ob
served by Hillier and Cherry (1981a). They noted that the flow 
is essentially Reynolds number independent in the range 3.4 
x 104<Re<8.0 x 104, with a weak elongation appearing only 
when Re > 8.0 x 104. In the same paper, Hillier and Cherry 
showed that the flow is very sensitive to grid-generated free-
stream-turbulence levels. For example, a shortening of the 
bubble from 4.88D to 2.72D was reported when the freestream 
turbulence intensity was increased from about 1.0 percent to 
6.5 percent. The effect of freestream turbulence was also in
vestigated by Kiya and Sasaki (1983b). They used a rod up
stream of the plate to generate the turbulence and obtained 
results similar to those of Hillier and Cherry. Dziomba (1985) 
used wires on the front face of the plate to tip the boundary 
layer just before separation. He found this to have the same 
qualitative effect as an increase in free stream turbulence. He 
argued, however, that the shortening of the bubble was mostly 
due to an effective change in the angle of separation. 

The unsteady structure of the separation bubble has been 
the subject of a series of thorough studies by Hillier and Cherry 
(1981b), Cherry etal. (1983; 1984), and Kiya and Sasaki (1983a). 
These studies, using a combination of flow visualization, meas
urements of fluctuating surface pressures and a judicious use 
of pressure-velocity correlations, clearly demonstrated that, 
near separation, the shear layer exhibits a low-frequency flap
ping motion. The mechanisms for this low frequency unstea
diness are not clearly understood. It was also found that large 
scale vortices are shed from the separation bubble in pseu-
doperiodic bursts. In a further study, Kiya and Sasaki (1985a,b) 
used conditional sampling of the velocity field to deduce the 
structure of the large scale vortices. They concluded that these 
vortices have a hairpin structure. 

The unsteadiness of the reattachment process seems to be 
an inherent feature of separation bubbles in all two dimensional 
geometries. For example, it has been observed in the backward 
facing step flow (Eaton and Johnston, 1982) and in the flow 

N o m e n c l a t u r e 
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Fig. 2 Model of blunt rectangular plate used in wind tunnel experiments 
(dimensions in mm) 

around the flat plate/splitter plate combination (Gartshore and 
Savill, 1982). Cherry et al. (1984) suggested that it is the large-
scale shedding of vorticity that causes the maximum shear layer 
turbulent stresses and pressure fluctuations to occur in the 
vicinity of reattachment. 

This paper summarizes a detailed experimental investigation 
of the two-dimensional flow around a long rectangular section 
placed at zero incidence in a uniform low-turbulence stream. 
The results of flowfield and surface measurements made in 
the highly turbulent and unsteady separated-reattaching flow 
region are presented. The measurements were made using con
ventional hot-wire anemometry, directionally sensitive pulsed-
wire anemometers and surface shear stress probes. Further 
information about the structure of the separated shear layer 
are deduced from velocity spectra and autocorrelations. 

2 Apparatus and Experimental Procedures 
The experiments were conducted in the U.B.C. low speed, 

blower type boundary layer wind tunnel. This tunnel has a 
2.4m wide, 1.6m high, 24.5m long test section, and a maximum 
design wind speed of 25 m/s. In the velocity range used for 
the present experiments (4-15 m/s), the velocity distribution 
in the empty test section was uniform within 1 percent, with 
turbulent intensities in the range 0.25-0.4 percent. The model 
consisted of a rectangular base section with endplates and side 
extensions. This configuration, shown in Fig. 2, was selected 
after a careful series of tests, (Dziomba, 1985) indicated that 
the use of endplates was crucial to the two-dimensionality of 
the flow. 

The rectangular section had a chord of 800 mm, a thickness 
D of 89.9 mm (3'/2in.)—corresponding to a solid blockage 
ratio, BR, of 5.6 percent— and a span between end plates of 
1000 mm, giving an aspect ratio, AR, of 11.1. With the side 
extensions mounted, the model spanned 2.2 m across the wind 
tunnel. In addition, a tapered tail was attached to the trailing 
edge of the model to suppress any periodic vortex shedding 
which might otherwise have "contaminated" the flow in the 
separation bubble. The model was mounted at zero incidence, 
and was fastened to the roof and floor of the wind tunnel by 
eight steel wires. 

Two-dimensionality and symmetry (spanwise and top-to-
bottom) were investigated by surface flow visualization and 
mean pressure measurements. The present configuration re
sulted in a nominally two-dimensional separation region ex
tending over the central 2/3 portion of the plate, or about 
± 3.5£> either side of the midspan. Pressures at corresponding 
symmetric locations were equal to each other within 1 percent 
of the dynamic head. 

The static pressure distribution on the surface of the bluff 
plate was measured using a Barocel differential pressure trans
ducer and a 48-port Scanivalve system. The Scanivalve was 
mounted inside the model and connected to the 0.5 mm di-

Table 1 Measurement uncertainties 

Measured quantity 
Cp (Pressure transducer) 

U/Uco (Hot-wire) 
U/Uoo (Pulsed-wire) 
u/Uoo (Hot- wire) 
u/Uoo (Pulsed-wire) 

7 (Wall probe) 
Cf (Wall probe) 

yfdf (Wall probe) 
xT 

X 

y 

Uncertainty estimate 
±0.007 

±2% (for u/U < 0.3) 
±2 to 5% 

±4% (for u/U < 0.3) 
±2 to 5% (for u/U> 0.05) 

±0.02 
±25% 

±30% 
±0.1D 

±0.015D 
±0.001D 

Fig. 3 Pulsed-wire anemometer probe 

ameter pressure taps on the surface of the model by short 
lengths of Tygon tubing. Reference static and dynamic pres
sures were measured with a Pitot-static probe located at a 
distance 10D upstream of the front face of the bluff body. 
Integration times of 10 seconds were used for the mean pressure 
measurements. The estimated measurement uncertainties are 
given in Table 1. 

The velocity field measurements were made by traversing 
hot-wire and pulsed-wire probes using an automated traverse. 
This consisted of a lead screw mechanism driven by a micro
computer controlled stepper motor. The bulk of the mechanism 
was placed under the floor of the wind tunnel. The only parts 
protruding into the flowfield were the probe and its support. 
Their interference with the flow was minimal: changes in pres
sure distribution were less than 0.01 in Cp, and the reattachment 
length was unaffected by the presence of the probe and its 
support. The rigidity of the mechanism was also checked, and 
no flow induced vibrations were detected. 

The traverse measurements were made at 10 stream wise sta
tions; each traverse consisted of 20 to 34 points. The repeat
ability of the measurements was usually within 1 percent for 
the mean velocities and within 2.5 percent for the fluctuating 
velocities. A CBM SuperPET microcomputer was used for the 
calibration of the probes and measurement of the velocity and 
shear stress data, as well as for the control of the traverse 
mechanism. 

Outside the recirculating flow region, hot-wire probes were 
used to measure stream-wise mean and fluctuating velocities, 
correlations, and frequency spectra. Standard DISA single wire 
probes, with 5 /*m diameter, 1.25 mm length platinum-coated 
tungsten wires were operated using a constant temperature 
anemometer bridge. The probes were calibrated in a low tur-
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bulence flow against a Pitot-static probe and the calibration 
was checked after each profile measurement. A digital sam
pling rate of 4 KHz and an integration time of 10 sec. were 
used. 

A pulsed-wire anemometer system (see, for example, Brad
bury and Castro, 1971) manufactured by PELA Flow Instru
ments, was used for the flowfield measurements in the 
recirculating flow region. The pulsed-wire probe consists of 
an array of three wires as shown in Fig. 3. The central "trans
mitting" wire is heated periodically by short voltage pulses; 
the time taken by the heated tracer to travel to either of the 
two "receiving" wires is a measure of the instantaneous ve
locity. The response of the instrument is not linear due to 
thermal diffusion and viscous wake effects. This is taken into 
account by using, as recommended by Bradbury and Castro 
(1971), an empirical calibration fit of the form 

X/Xr 

„ A B 
(1) 

where Uis the flow velocity, A and B are calibration constants, 
and T is the time of flight of the heat tracer. The pulsed-wire 
measurements were made at a sampling rate of 50 Hz, with 
5000 samples taken in the outer region and 7500 in the shear-
layer/recirculating flow region. 

The accuracy of the pulsed-wire anemometer has been as
sessed (Bradbury, 1976; Castro and Cheun, 1982; Westphal et 
al., 1984), and its performance was found to be comparable 
to the hot-wire anemometer in regions where both instruments 
are applicable. Due to electronic noise, there is a lower limit 
of 2 percent to the turbulent intensities that can be measured 
with the instrument (Bradbury, 1976). The possible influence 
of small scale turbulence on the probe response (Bradbury and 
Castro, 1971) was minimized in the present experiments by the 
relatively large scale of the experimental facility. The estimated 
uncertainties quoted in Table 1 are those given by Westphal 
et al. (1984). 

The distribution of the mean and fluctuating wall shear 
stresses, and of the forward-flow-fraction at the wall were 
obtained with a pulsed wall-probe which was mounted on a 
supporting block. The block fitted flush with the surface of 
the model, and could slide along a groove which was cut out 
along the centerline of the model. The groove was 600 mm 
long and allowed positioning of the probe anywhere between 
x/D = 1.0 to 8.5. The pulsed wall-probe is an instrument 
which has evolved from the PWA. The probe (see Westphal 
et al., 1981; Castro and Dianat, 1983, 1985) consists of an 
array of three fine parallel wires mounted about 50 ftm above 
the surface of a circular plug. The wall probe was operated 
using the same electronics as the PWA and a calibration func
tion of the same form as equation (1). The measurement pro
cedure assumes that the velocity profiles remain similar very 
close to the wall and scale on the wall shear stress (Westphal 
et al., 1981). 

Because of the nonlinearity of the calibration function, cal
ibration of the probe in a turbulent boundary layer leads to a 
nonlinear averaging error, even for moderate turbulent inten
sities. Although it is possible to compensate for this error 
(Westphal et al., 1981), calibrating the probe in a laminar flow 
eliminates the averaging error altogether. This procedure was 
adopted by Castro and Dianat (1983) and Westphal et al. (1984) 
who had high aspect ratio laminar channel facilities. Since no 
such facility was available, the calibration for the present meas
urements was carried out in a two-dimensional laminar bound
ary layer generated on a flat plate. The near wall velocity 
profiles were measured using a hot-wire anemometer, and the 
wall shear stress was deduced from the resulting gradient dU/ 
dy at the wall. This calibration procedure became increasingly 
uncertain with higher wall shear stress because of the decreasing 
thickness of the boundary layer at the highest velocities. Con
sequently, there is a relatively large uncertainty in the shear 
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stress measurements (±25 percent in r and ± 30 percent in 
r'). In retrospect, a smaller measurement uncertainty could 
have been obtained by calibrating the probe in a turbulent 
boundary layer and correcting for the non-linear averaging 
error. 

The PWA and the shear-stress probe were also used to meas
ure the forward-flow-fraction 7. This is the fraction of the 
time the flow moves in the downstream direction; it is equal 
to the ratio of the number of positive samples to the sum of 
all samples, and is defined by 

7 - \ : P(T„)CJT„ (2) 

where P(T„) is the probability density of T„. 

3 Results 
Structure of the Separation Bubble. Preliminary experi

ments indicated that both the reattachment length and pressure 
distribution remained unchanged over the Reynolds number 
range 2.5 x 104 to 9.0 x 104 confirming the observation of 
Hillier and Cherry (1981a) that the flow is essentially Reynolds 
number independent for Re S 2.7 x 104. All present exper
iments were conducted at a Reynolds number of 5.0 x 104 ± 
0.1 x 104. 

The simplest characteristic scale for the separation region is 
the reattachment length. This is measured from the line of 
separation (the sharp leading edge in this case) to the time-
averaged reattachment line which is defined as the location 
where the time-averaged wall shear stress r^ vanishes. Westphal 
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et al. (1981) showed that the reattachment line also corresponds 
to the location where the surface forward-flow-fraction 7 is 
equal to 0.5. The distribution of 7 is shown Fig. 4. The reat
tachment length deduced from these measurements, xr/D = 
4.7, is in very good agreement with the value deduced from 
surface flow visualization. It is interesting to note that 7 is 
never equal to zero; that is the flow is never fully reversed even 
in the middle of the separation bubble. Furthermore there is 
a broad region, extending about 2.5D downstream of the mean 
reattachment point, where the near-wall flow can be moving 
instantaneously in either downstream or upstream direction. 
This suggests that the instantaneous location of zero wall stress 
wanders up and downstream in a region surrounding the time-
averaged reattachment point; this view is consistent with the 
large scale unsteadiness of the flow observed by Kiya and 
Sasaki (1983) (hereafter, KS) and Cherry et al. (1984) (here
after, CHL). If the reattachment zone is defined, somewhat 
arbitrarily, as a region where 0.1 < 7 < 0.9, its width is then 
about 2.4D or 0.5xr. 

A comparison of the reattachment length obtained in the 
present experiments and various other studies is shown in Fig. 
5; only data obtained in low freestream turbulence is included. 
The reattachment length is seen to decrease with increasing 
solid blockage, with the exception of the value reported by KS 
which is low compared to the trend of the remainder of the 
data. This may be attributed to slight differences in free stream 
turbulence, but it should also be noted that the nominal 0 
percent blockage of KS was obtained by fitting false boundaries 
to the wind tunnel. This might not have eliminated all blockage 
effects. 

The mean pressure coefficient distribution, shown in Fig. 
6, is found to compare well with the Cp values reported by 

CHL. Both distributions are uncorrected for blockage; this 
accounts for the small differences between the present meas
urements where BR = 5.6 percent and those of CHL where 
BR = 3.8 percent. After a small initial dip of about 0.05 in 
Cp the pressure remains approximately constant up to about 
x = 0.5xr; a rapid recovery takes place thereafter. This recovery 
continues beyond the reattachment point up to x = 1.4xr. 

Figure 7 shows the distribution of the mean and fluctuating 
shear stress coefficients. The position at which the mean shear 
stress is equal to zero corresponds to the position where 7 = 
0.5 as anticipated.2 C/ attains a minimum value of -2.4 x 
10~3 at x = 0.63xr and rises rapidly thereafter. The r.m.s. 
value of the shear stress coefficient increases steadily through
out the reversed flow region and attains a plateau (CJ = 2.4 
x 10"3) in the reattachment zone. The magnitudes of both 
mean and fluctuating shear stress coefficients are higher by a 
factor of (about) two than those encountered in the backward 
facing step geometry (see, e.g., Westphal et al., 1984). 

The mean velocity profiles are presented in Figs. 8(a) and 
(b) for the reversed and reattached flow regions respectively. 
Hot-wire data are presented only in regions where 7 > 0.9 or 
7 < 0.1. All velocity data are normalized by the free stream 
velocity U„ (measured ahead of the bluff body), and the origin 
for y is the plate surface. The mean separation streamline, 
calculated from the velocity profiles, is also plotted for ref
erence. Backflow velocities as large as 0.3 U„ are encountered 
in the reversed flow region. This value is about 50 percent 
larger than that in the backward facing step geometry (West-

2The equivalence of T„ = 0 and 7 = 0.5 is not always true. Examination of 
the data of Ruderich and Fernholz (1986) for the flat plate/splitter plate geometry 
reveals that the forward-flow-fraction is equal to about 0.7 at the zero shear 
stress location associated with a secondary reseparation. 
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phal et al., 1984) which accounts partly for the correspondingly 
higher wall shear stresses. The backflow velocities remain rel
atively high in the near-wall region, and local maxima in the 
velocity profiles are apparent in the first half of the bubble. 
The velocities further away from the wall remain higher than 
the free stream as a result of blockage effects. 

The recovery region profiles show an inflexion point as a 
result of the merging of a new boundary layer with the reat
taching shear layer, and there is a rapid increase of the near-
wall velocities with downstream distance. The mean streamline 
pattern obtained by integration of the velocity profiles is shown 
in Fig. 9. The time-averaged streamlines are somewhat decep
tive in that they disguise the highly unsteady nature of the 
reattachment process, illustrated earlier by the forward-flow-
fraction distribution. 

Figure 10 shows the r.m.s. longitudinal velocity profiles. 
The consistently higher values of the PWA data are due to 
electronic noise which makes the instrument unsuitable for 
measurements of turbulent intensities smaller than about 2 
percent (Bradbury, 1976). The HWA data on the other hand 
appear reasonable only when the forward-flow-fraction y is 
outside the range 0.1 < 7 < 0.9 and when the local intensity 
is below 20 percent. The results show the same overall trends 
as the split-film sensor results of KS, with the notable exception 
that their turbulent intensities are generally lower by 15 to 20 
percent. This discrepancy is probably due to their use of split 
film sensors which can result in fluctuating quantity measure
ments that are up to 30 percent too low (c.f. Young, quoted 
by Simpson, 1985). 

The peak turbulence intensity u/Ux is observed to occur 
upstream of reattachment, probably as a result of the higher 
velocity difference across the shear layer. After a gradual de
crease within the reattachment region, the maximum turbulent 
intensities fall rapidly in the recovery region. The turbulence 
intensities decay fairly rapidly in the outer region of the shear 
layer, but remain high next to the wall. These near-wall in
tensities decrease more slowly with streamwise distance than 
the maximum intensities. The peak turbulence intensity of 
about 30 percent found in the separated shear-layer is sub
stantially higher than the value of about 18 percent found in 
the plane mixing layer (PML) (Wygnansky and Fiedler, 1970). 
A more appropriate comparison, however, can be made by 
using the velocity difference across the shear layer to normalize 
the present data. The maximum value of u/(Umm - t/min) 
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varies from about 22 percent at x/D = 3 to about 25 percent 
at x/D = 5. This is still higher by 20 to 40 percent than the 
PML value. These higher values, also observed in the case of 
the flat plate/splitter plate geometry (Ruderich and Fernholz, 
1986; Castro and Haque, 1987) indicate that the turbulence 
structure of the reattaching shear layer, at least over its second 
half, is very different from that of a PML. 

The forward-flow-fraction profiles are shown in Fig. 11 
together with the loci of 7 = 0.1,0.5 and 0.9. The data points 
aty/D = 0 are from the surface probe measurements. Similarly 
to the wall data, the position of 7 = 0.5 is found to correspond 
to U = 0. At x/D = 1 and 2, 7 reaches a minimum slightly 
away from the wall, but further downstream the minimum is 
reached at the wall; this is consistent with the location of the 
maximum backflow velocities in Fig. 8. In fact the shapes of 
the mean velocity and forward-flow-fraction profiles are strik
ingly similar. 

Further insight into the structure of the separation bubble 
can be gained by examining the skewness, ST, and the flatness 
factor, FT, of the wall shear stress. These are the normalized 
third and fourth moments of the probability density, PT, and 
are defined by 

^ 1 
ST = -

G / 2-,3/2 (r'2) 3/2 r y'p^dT 

T7* \ f°° 
^ = - = f - = -=r-. T'AP(T)dT 

(r ' 2 ) 2 (r'2)2 J-°° 

(3) 

(4) 
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The skewness and flatness factor distributions, shown in 
Fig. 12, exhibit the same trends as reported by Ruderich and 
Fernholz (1986) for the flat plate/splitter plate geometry. Both 
skewness and flatness factors, are found to depart markedly 
from their respective Gaussian values of 0 and 3. High values 
of the flatness factor are usually indicative of a burst-type or 
large amplitude intermittent signal (Townsend, 1976). Such 
behavior of the fluctuating shear stress and near-wall velocity 
could be associated with the large scale, low frequency, un
steadiness and bubble bursting phenomena reported by both 
KS and CHL. The incursions of high velocity fluid resulting 
from these phenomena would cause large amplitude fluctua
tions leading to probability distributions having a higher flat
ness factor. The observed increase of FT in the reattachment 
region is compatible with this explanation, since the activity 
associated with the large scale unsteadiness is most vigorous 
there. The skewness is negative in most of the reversed flow 
region, presumably because of the burst-like occurrences of 
flow reversals caused by the low frequency unsteadiness. After 
a local minimum in the middle of the separation bubble, the 
skewness rises steadily, and takes a value of zero close to the 
mean reattachment point where the intense mixing inhibits 
intermittent large amplitude negative and positive fluctuations. 
After reattachment, the skewness continues to rise due to in
creasing occurrences of large amplitude positive fluctuations. 

Structure of the Shear Layer. The position yc where the 
r.m.s. velocity u attains a maximum can be interpreted as 
representing the center of the shear layer bounding the sepa
ration bubble since it corresponds closely to the position where 
the velocity profiles have an inflexion point. Figure 13 shows 
that the position of yc changes very little with x even in the 
reattachment region (the shaded plot reflects the uncertainty 
in locating «max due to scatter in the data). Figure 13 also shows 

I 
bo 
o 

Fig. 15 
edge y„ 

fXr/Uoo 
Frequency spectra of velocity fluctuations along shear layer 

the stream wise variation of an edge of the shear layer ye defined 
as the position of 2.5 percent local turbulent intensity. This 
corresponds closely to the position where turbulence first ap
pears in an otherwise irrotational flow. 

The growth of the shear layer is commonly deduced from 
the vorticity thickness 5m) defined by 

(5) 
(dU/3y)„ 

The streamwise variation of 6^, plotted in Fig. 14, indicates 
that, over the first half of the separation bubble, the shear 
layer grows in an approximately linear fashion. From the lim
ited number of velocity profiles available in this region, the 
growth rate d&Jdx is found to be equal to 0.147; this is es
sentially identical to the value of 0.148 reported by Ruderich 
and Fernholz for the normal-plate/splitter-plate geometry, and 
is within the range of values (0.145-0.22) reported by Brown 
and Roshko (1974) for the conventional single stream PML. 
In the second half of the separated shear layer, the growth 
rate decreases sharply, taking a value of about 0.1 at x/xr — 
0.65. The sharp change in the slope after x/xr = 1.1 is due to 
the smaller (dU/dy)max gradients. The separated flat plate 
boundary layer data of Dianat and Castro (1989) and the flat 
plate/splitter plate measurements of Castro and Haque (1987) 
show similar trends. In the latter case however, the initial 
growth rate of the shear layer for x/xr •£, 0.2 is substantially 
higher than the PML value, and their data indicate a slowly 
decreasing growth rate up to reattachment, instead of a linear 
increase in 5U. 

Frequency spectra and autocorrelation functions of the lon
gitudinal fluctuating velocity were evaluated along ye. At this 
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position, the velocity fluctuations are irrotational most of the 
time; with high-frequency bursts occurring very occasionally. 
Most of the information contained in these fluctuations is 
therefore related to the large scale structure of the shear layer. 

The spectra at various streamwise positions along ye, pre
sented in Fig. 15, show the same features as the measurements 
of CHL. At x/xr = 0.01 there is a distinct high frequency 
contribution with a peak at a reduced frequency fxT/U„, of 
about 34. As we progress further downstream from separation, 
a progressive fall in the dominant frequency takes place. This 
fall ceases at x/xr = 0.64, where the spectra become dominated 
by a broader band contribution centered around/xr/£/„ = 0.6. 
This streamwise variation is illustrated in Fig. 16 which also 
shows the measurements of Dziomba (1985) and CHL. All 

measurements show the same trends, and two regions can be 
observed. In the first region, extending from separation to 
about 60 percent of the separation bubble length, the frequency 
decreases linearly with x, indicating that the large scale struc
tures grow linearly just as in a conventional free shear layer. 
In the second region, overlapping the first and starting at x/ 
xr = 0.6, the characteristic frequency remains essentially con
stant (decreasing values shown by the data of Dziomba for x 
> 1.2 are due to the contamination from the trailing edge of 
the model which was not equipped with a tail). This charac
teristic frequency is associated with the pseudo-periodic shed
ding of vorticity from the bubble, a phenomenon observed by 
KS and CHL among others. 

Figure 17 shows the autocorrelation Ruu plotted as a function 
of the non-dimensional time lag T U x/xr. Close to separation, 
at x/xr = 0.01, the autocorrelation exhibits a long tail. A similar 
observation was made by KS who attributed this tail to the 
flapping of the shear layer caused by the large scale unstea
diness of the bubble. This tail could also be due to disturbances 
in a not fully turbulent shear layer. The higher frequency 
waviness of the tail is due to the contributions from the large 
scale structures of the shear layer. This waviness can still be 
detected, with correspondingly lower frequencies, at x/xr = 
0.22 and 0.43. At x/xr = 0.86, the negative correlations reap
pear and become even larger around reattachment. The stream-
wise distribution of the integral timescales Tu, obtained by 
integrating the corresponding autocorrelation to the first zero 
crossing, are shown in Fig. 18. Consistent with earlier obser
vations, the timescales increase in a linear fashion with x up 
to x/xT =• 0.85 and stabilize thereafter at a value of Tu Ua/xr 
= 0.2. 

Castro and Haque (1987) argue convincingly, based on de
tailed comparisons of the turbulent structures, that there is no 
reason why the separated shear layer should grow linearly or 
behave like a PML. From the foregoing observations, it ap
pears, nevertheless, that the structure of the separated shear 
layer is not as radically different in the first half of the bubble 
as it is in the second half from the structure of the PML. 

Concluding Remarks 
Experimentally, it is difficult to establish an accurately two-

dimensional mean flow field in a separated reattaching flow 
region. Considerable effort has been expended in this study to 
approximate these ideal conditions over the central part of the 
bluff rectangular plate. A mean reattachment length of A.1D 
is obtained from both wall shear stress measurements and 
surface streamline visualization. 

Within the separation bubble, the mean wall shear stress is 
found to be of the same order of magnitude as in the reattached 
flow, and backflow velocities of the order of 30 percent of the 

58 /Vo l . 113, MARCH 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



free stream velocity are encountered. Over the first 60 percent 
or so of the bubble, the separated shear-layer bounding the 
reversed flow region has a mean flow growth rate similar to 
that of a plane mixing layer. The growth of the shear-layer is 
approximately linear, and both characteristic frequencies and 
integral scales vary linearly with stream wise distance. 

At about x = 0.6*,., the shear-layer undergoes a fairly abrupt 
change in structure: the shear-layer growth rate becomes sig
nificantly lower and the maximum turbulence intensities be
come substantially higher than the corresponding plane mixing-
layer values, probably as a result of the large scale unsteadiness 
of the reattachment process. In this reattachment region, the 
linear variation of the characteristic frequencies and integral 
scales ceases. Consistent with the observations of Kiya and 
Sasaki (1983a) and Cherry et al. (1984), the shear layer is 
characterized by a low-frequency unsteadiness. This unstea
diness of the reattachment process is further illustrated by the 
forward-flow-fraction measurements which suggest that the 
instantaneous reattachment point, or point at which T^ = 0, 
moves around the time-averaged reattachment point over a 
distance of about 0.5xr. 

In addition to the carefully established two-dimensionality 
of the flow, a number of precautions have been taken to ensure 
the reliability of the present data and its suitability as a test 
case for numerical predictions, the subject of Part II of this 
paper. The measurements have been made in a large scale 
facility, and probe interference effects have been assessed and 
minimized. Flowfield measurements have been made using 
both pulsed-wire and hot-wire anemometry in flow regions 
where both techniques are applicable. It appears, from the 
present measurements and those made in other reattaching flow 
geometries, that the characteristics of the separated shear layer 
over the first half or so of the bubble are not radically different 
from those of a plane mixing layer, whereas the characteristics 
of the second half of the shear layer depart markedly from it 
and are dictated mainly by the reattachment process. The un
steady nature of this reattachment process points to the need 
for further studies involving unsteady measurements. 
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Turbulent Flow Around a Bluff 
Rectangular Plate. Part I!: 
Numerical Predictions 
This paper presents calculations of the time-averaged separated-reattaching flow 
around a bluff rectangular plate, using a finite difference procedure and the k-e 
turbulence model. Two discretization methods are used: the hybrid differencing 
scheme, and the bounded skew hybrid differencing scheme. The latter, although 
superior to the former for all grid distributions, results in a reattachment length 
about 30percent shorter than the measured value. When a modification which takes 
into account streamline curvature is incorporated into the k-e model, a marked 
improvement in the predictions is obtained. A reattachment length of 4.3 plate 
thicknesses (D), compared to an experimental value of 4.7D, is obtained, and the 
predicted mean flow field, turbulent kinetic energy and pressure distributions within 
the separation bubble are found to be in good agreement with experiments. 

1 Introduction 
The theoretical analysis of separated-reattaching flows poses 

many difficulties as a result of shear layer curvature, strong 
pressure gradients, flow recirculation, complex turbulence 
structure, and large scale unsteadiness. In recent years, pre
diction methods for recirculating flows have increasingly relied 
on numerical analyses based mostly on finite difference so
lutions of the Navier-Stokes equations (in their time-averaged 
form in the case of turbulent flows). Due to a combination of 
numerical errors and turbulence model inadequacies, varying 
degrees of success have been obtained. 

Detailed laminar flow predictions for the blunt plate ge
ometry (Fig. 1) are reported by Djilali (1987). A finite volume 
method was used in conjunction with two discretization 
schemes: the hybrid-upwind differencing (HD) scheme, and 
the bounded-skew-hybrid differencing (BSHD) scheme. A sys
tematic grid refinement study was conducted, and the results, 
summarized in Figs. 2 and 3, highlight the importance of the 
discretization scheme. Figure 2 shows that there is a significant 
difference between the reattachment lengths predicted with the 
two discretization schemes. Whereas the BSHD solutions be
come grid independent for a sufficiently fine grid, the HD 
solutions remain sensitive to grid refinement even for the finest 
grids and tend asymptotically—from below—toward the grid 
independent BSHD solution. As a result of false diffusion 
errors, which appears to be particularly severe for this flow 
configuration, the HD predictions give reattachment lengths 
which are up to 35 percent shorter than experimental values. 

A / / / / <\\/ / / / / / / / / ' / / / / / / / / / \\/ / ' x 
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Fig. 1 Flow domain 

The BSHD predictions, on the other hand, are in excellent 
agreement with the experimental measurements of Lane and 
Loehrke (1980), as shown in Fig. 3. 

An inviscid simulation of the turbulent flow on a blunt flat 
plate was carried out by Kiya et al. (1982) using the discrete 
vortex method. The simulation consisted of tracking elemental 
vortices which were shed downstream from the separation cor
ner. In order to represent the viscous/turbulent dissipation of 
vorticity, the circulation of elemental vortices was reduced as 
a function of their age. The model required some empirical 
input (pressure at separation and mean reattachment length) 
to determine some free parameters. In general, the predictions 
of the mean velocity and surface pressure were only fair and 
deteriorated in the reattachment region, but the gross features 
of the flow, such as the unsteadiness, were reasonably well 
reproduced. Furthermore, the fluctuating component of the 
surface pressure, a quantity which cannot be obtained at all 
using a steady state approach, was in tolerable agreement with 
experiments. 
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Fig. 2 Effect of grid refinement on laminar flow reattachment length 

No finite difference predictions of the turbulent flow around 
a flat plate are reported in the literature. Many such predictions 
have, however, been attempted for other reattaching flow ge
ometries, a favorite being the downward facing step. A com
prehensive and critical survey of many of these predictions, 
all based on the solution of the time-averaged Navier-Stokes 
equations in conjunction with a turbulence closure model, can 
be found in the review article of Nallassamy (1987). In the 
context of this study, it is of special interest to note that in 
most computations the equations were discretized using some 
form of upstream differencing. The gross features of the re
circulation zone were in general underpredicted, and discrep
ancies of up to 30 percent in the reattachment length were 
reported. This was partly due to false diffusion, which is in
herent to first order accurate upstream differencing. Many 
early authors, however, attributed the discrepancies to inad
equate turbulence modeling. Because modeling and numerical 
errors cannot usually be dissociated, turbulence model defi
ciencies can only be determined by reducing false diffusion to 
negligible levels. This can be achieved—as an alternative to 
the often impractical approach of grid refinement—by using 
one of the "higher order" differencing schemes such as the 
"skew-upwind differencing" of Raithby (1976) or the "quad
ratic upstream interpolation" of Leonard (1977). The appli
cation of these schemes to turbulent recirculating flows has, 
in general, improved turbulent flow predictions (e.g., Lesch-
ziner and Rodi, 1981). 

This paper reports numerical predictions, presented in pre
liminary form in Djilali et al. (1987), of the two-dimensional 
flow around a long rectangular section placed at zero incidence 
in a uniform stream. The finite difference solutions were ob
tained using a modified version of the TEACH code. Two 
discretization schemes were used: hybrid (HD) and bounded-
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skew hybrid differencing (BSHD). The performances of the 
standard k-e turbulence model and a variant which incorpo
rates a curvature correction are assessed with respect to the 
experimental data presented in a companion paper (Djilali and 
Gartshore, 1991). 

2 Computational Procedure 
Mathematical Model. For statistically steady two-dimen

sional turbulent flow, the governing equations are: 

continuity equation: 

x-momentum equation: 

P^-(UU) + P~{VU)--
dx dy 

dU dV n 

dx dy 

dp . d( dU~ 

~Tx + 1Tx\^ dx 

(1) 

y-momentum equation: 

dx dy 

d ( (dU dV\] 

^«\Ty+Tx)) 

dp d f (dV BUY) 

-Yy + Txba\fx+^)\ 
d( BV 

+ 1d-y[^Ty 

±)\ (2) 

(3) 

N o m e n c l a t u r e 

BR 

C 

solid blockage ratio 
( = D/H) 
convective flux coefficient 
wall shear stress coefficient 

( = rwAPUi) 
Cp = pressure coefficient 

( = ip-p.v\pUl) 

D = plate thickness; also diffu
sive flux coefficient 

E = integration constant in loga
rithmic law of the wall 

Ex,Ey = grid expansion ratio 

G = generation of turbulent ki
netic energy 
wind-tunnel/channel height 
turbulent kinetic energy 
distance from recirculation 
zone to upstream and down
stream boundaries 
static pressure 

Re = Reynolds number (= U<„ 
D/v) 

U, V = mean velocity in x and y di
rections 

H 
k 

P = 

UT = friction velocity (=\JT/P) 
u,v = R.m.s value of fluctuating 

velocity (= -y w7, y/l?) 

x,v 
Xr 

y+ 

Ay 
e 

K 

V-
V 

T 

^ 

P 

= Cartesian coordinates 
= time-mean reattachment 

length 
= wall coordinate (=yUT/v) 
= cells near plate corner 
= dissipation rate of turbulent 

kinetic energy 
= von Karman constant 
= dynamic viscosity 
= kinematic viscosity 
= shear stress 
= nondimensional stream 

function ( = ] 0 (U/UJ 

d(y/D)) 
= fluid density 
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Here the effective viscosity concept has been used to represent 
the combined molecular and turbulent (Reynolds) stresses. 
Within the framework of the k-e turbulence model (Launder 
and Spalding, 1974), the effective eddy viscosity is determined 
from the two auxiliary equations 

Meff = M + M( . (4) 

k2 

/*/ = C > — (5) 
e 

and the turbulent kinetic energy k and its dissipation rate e are 
determined from modeled transport equations which can be 
written as: 

k-transport equation: 

b b b /ti.ff 9A:\ 
p - (Uk) + p - (Vk) = -z-[—Tl bx by ax \ ak ox/ 

b //ieff dk\ 

by\ak by) 

e-transport equation: 

Pa~X
m + PYy{Vt) = Yx\-o:Yx) 

dy \ at by) k k 

where G represents the generation of turbulent kinetic energy 
and is given by 

C I/bU\2 /bV\2~\ /bU bV\2~) 

The values of the empirical constants appearing in equations 
(5-7) are the standard values recommended in Launder and 
Spalding (1974). 

The modification to the k-e model used here was originally 
proposed by Hanjalic and Launder (1979) to account for the 
preferential influence of normal stresses (over shear stresses) 
in promoting the transfer of turbulent energy from large to 
small eddies and thereby increasing the rate of dissipation. The 
modification, in the form given by Leschziner and Rodi (1981) 
for recirculating flow, replaces the term representing "pro
duction of dissipation" in the e transport equation, Pe=C{ 

^ G . b y 

P^lldG-d'inSL) (9) 
k 

where C/=2.24 and C" =0.8 (giving, consistently with the 
standard k-e model, C{ - C" = C{). The shear strain in the 
direction of the streamline, Sm, is calculated as in Leschziner 
and Rodi (1981). 

Boundary Conditions. The computational domain bound
aries for the blunt rectangular plate geometry are shown in 
Fig. 1. The upper boundary (AF) corresponds to the wind 
tunnel wall, and all dimensions correspond to the experimental 
test conditions described in Djilali and Gartshore (1991). 

At the inlet boundary (AB), uniform flow conditions are 
imposed for all variables using experimental inlet conditions: 
U= t /„, V= 0, k„ = 9.375 X 10~6Ul. The inlet dissipation rate 
e,,,, is estimated as follows: 

e^k^/QJI) 
A value of X = 0.09 is chosen to ensure that the turbulent 

kinetic energy is maintained at its free stream level at x/D — 
- 4 as is observed experimentally, the choice of X is otherwise 
not critical, and changing X by a factor of five has virtually 
no effect on the computed results (less than 0.2 percent change 
in xr). 

A zero streamwise gradient condition, ^— = 0, is applied 
bx 

across the outflow boundary (EF). Although this boundary 
condition is strictly valid only when the flow is fully developed, 
its use in other flow conditions is also permissible for com
putational convenience provided the outlet boundary is located 
(1) in a region where the flow is in the downstream direction, 
and (2) sufficiently far downstream from the region of interest. 
Along the symmetry axis (BC), a zero cross-stream gradient 

condition, —— = 0, is specified with V=0. No-slip boundary 
by 

conditions are imposed along solid boundaries (AF, CD, and 
DE). The near wall values of the parallel velocity component, 
the turbulent kinetic energy k, and its dissipation rate e are 
determined from the standard log-law based wall functions 
(Launder and Spalding, 1974). 

Solution Method. A finite volume formulation is used to 
derive algebraic approximations to the differential equations. 
Two discretization schemes are used: hybrid (HD) and bounded 
skew hybrid differencing (BSHD). The BSHD scheme (Lai and 
Gossman, 1982; Benodekar et al., 1985) takes into account the 
local direction of the flow, thereby greatly reducing the "skew-
ness error" which, in two-dimensional flows, is often the larg
est contribution to false diffusion. This scheme also uses a 
flux-blending technique to eliminate the non-physical over
shoots and undershoots typical of higher order schemes. 

A staggered nonuniform grid arrangement, with velocity 
nodes offset from scalar nodes, is used in the present com
putations. The set of difference equations are solved iteratively 
using a modified version of the TEACH-II code (Benodekar 
et al., 1983) which incorporates the PISO (Pressure Implicit 
Split Operator) solution algorithm. The code uses a line by 
line solution method in conjunction with a tridiagonal matrix 
solver. The iteration cycle is terminated and the solution con
sidered converged, when the overall mass and momentum re
siduals (normalized using inlet conditions) reach a value of less 
than 0.2 percent. 

It is important to note that, as a result of the staggered grid 
arrangement, the corner cells of the bluff plate (Fig. 4) require 
a special treatment. These cells have only a half-face in contact 
with the wall, and to evaluate the convective fluxes across the 
half-faces correctly one needs to: (i) assume a normal velocity 
across these half faces equal to that at the outer edge of the 
half cell (i.e., Vs is used for the normal velocity across the 
half-face of the U-cell and vice-versa), and (ii) take an effective 
area for the flux calculations equal to Ay/2 x 1 and Ax/2 x 1 
for U and V, respectively. This treatment of the corner cells 
was found to have a drastic effect on the solution: HD turbulent 
flow calculations without this special treatment result in a 40 
percent shorter reattachment length (for a 80x40 grid). 

Preliminary Computations. Several computations were car
ried out to determine the effect of the inlet and outlet bound
aries on the solutions. The location of this boundary was found 
to have no noticeable effect on the flow in the recirculation 
region, provided that Lu > 9D. For Lu < 9D a small increase 
(typically about 0.3 percent for Lu = 1.5D) in the separation 
bubble was observed. The effect of the location of the down
stream boundary was noted for Ld=\5D to 8D. The effect 
was negligible for Ld s 1 ID. Computations with smaller Ld 

resulted in gradually longer bubbles (typically about 1.0 percent 
for Ld= &D). All subsequent computations were therefore per
formed with Lu~ 10£> and Ld— Y1D. 

To minimize the truncation errors associated with nonuni
form grid distributions, the effect of the grid expansion factors 
EX = AXI/AXJ-I and Ey = Ayj/Ayj-i was investigated. It was 
found that an economy in computational cells (compared to 
a uniform distribution) can be obtained with no noticeable 
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dieted, with stagnation pressure coefficients reaching a 
maximum of about 0.92 instead of 1.0. This type of problem 
has also been observed by Lai (1983) who showed that the 
performance of skewed based schemes deteriorates in the pres
ence of strong pressure gradients. A similar problem was re
ported by Castro et al. (1981) when using a vector differencing 
scheme for the flow over a normal flat plate. For the present 
calculations this deficiency of the BSHD scheme was "recti
fied" by using the BSHD scheme in the region downstream 
of the plate leading edge and the HD scheme upstream of it. 
This split, though it may seem arbitrary, is in fact based on 
Lai's conclusions that, in situations of strong pressure gra
dients, the hybrid differencing scheme performs better than 
the skewed differencing scheme because numerical diffusion 
is less significant under these circumstances. The use of a split 
domain produced differences of less than 7 percent in com
puted values of x„ the split domain resulting in the longest 
separation bubble and a stagnation pressure coefficient of es
sentially unity. This technique was used in all subsequent BSHD 
calculations. 

loss in accuracy, provided that the expansion factors are kept 
within the following ranges: 

I x < -D and x > xr 

\y> D 
0.8 < Ex, Ey < 1.2 for 

0.9 < Ex,Ey < 1.1 

All subsequent computations were performed with expansion 
factors within these ranges. 

A number of different grid distributions were investigated. 
A proper resolution of the region immediately upstream of 
and around the sharp corner was found to be particularly 
critical to the accuracy of the solutions. Consequently, a cluster 
of fine equally spaced grids was located there. It was also 
found that optimum array sizes are obtained when the mesh 
at the corner has a ratio Ax = Ay —2.5. The grid spacings were 
expanded on either side of this sharp corner, in both x and y-
directions, as shown in Fig. 5. In addition, the ^-direction grid 
was refined locally around the reattachment region. This local 
refinement was not critical to the computation, but allowed a 
more precise location of the reattachment lengths, which were 
determined by linear interpolation from the computed wall 
shear stress distributions. 

In the course of preliminary computations using the BSHD 
scheme, the stagnation flow in the region immediately up
stream of the bluff plate was found to be inaccurately pre-

3 Numerical Results 

Effect of Grid Refinement. The turbulent flow calculations 
were carried out at a Reynolds number of 5 X 104 for a blockage 
ratio of 5.6 percent; these conditions correspond to the meas
urements described in Part I. 

The results of the grid refinement studies are shown in Fig. 
6 for three cases: HD scheme with standard k-e model, BSHD 
with standard k-e model, and BSHD with standard k-e model 
and preferential dissipation modification. These will simply be 
referred to as HD, BSHD, and PDM, respectively. The grid 
distributions used range from 49x34 (Axmin/D = 20 percent, 
Aymin/D = 5.6 percent) to 82x66 (Axmin/D = 3.6 percent, Ay-
mm/D = 0.9 percent). 

Based on laminar flow results shown earlier, the HD scheme 
was expected to yield a shorter reattachment length than the 
experimentally observed value of xr/D = 4J, and while this is 
borne out by the results, the magnitude of the discrepancy (44 
percent with a fine 82 x 62 grid) was somewhat surprising. The 
discrepancies reported in the literature for various other ge
ometries are much smaller even though less computational 
nodes were used. For example, Durst and Rastogi (1977) re
ported a 30 percent underprediction of xr for the flow around 
a surface mounted block using used a 50x27 grid. For the 
backward facing step flow, Hackman (1982) reported a 12 
percent underprediction with a 50x50 grid. 

The BSHD scheme produces a substantially longer reat
tachment length as shown in Fig. 6, but the discrepancy with 
the experimental value is still large at 30 percent. In view of 
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Fig. 7 Effect of grid refinement on computed velocity profile at xlD = 2 
(PDM computation) 

the good agreement found between laminar flow BSHD pre
dictions and experiments, these rather poor predictions can, 
with confidence, be attributed to turbulence model deficien
cies. The use of the modified turbulence model, which was in 
fact prompted by these results, leads to an encouraging im
provement of the predictions. The PDM solutions appear to 
be independent of grid refinement for a 75 x 57 grid, and a 
reattachment length of 4.3D is produced—this is within 10 
percent of the experimentally observed value of A.1D. As a 
further check of grid independence, Fig. 7 shows streamwise 
velocity profiles at x/D = 2 predicted by the PDM using two 
different grid distributions. These profiles are to all intents 
and purposes identical. 

However, a disturbing feature of the computations is that 
the grid independence, demonstrated both in terms of the reat
tachment length and in the flowfield, does not extend to the 
computed wall shear stresses which were found to change by 
as much as 10 percent when refining the grid from 75 x 57 to 
82x62 nodes. The reason for this lies in the inordinately fine 
grid spacing required to properly resolve the flow around the 
sharp corner (Aymi„/D — 1 percent). This results in near-wall 
computational nodes which are within the viscous sublayer 
(i.e., y+ < 11.63). The standard wall-function treatment is 
not entirely rigorous in these circumstances, and although the 
present computations suggest that the flow field is not sensitive 
to the details of the near-wall flow—and this is substantiated 
by the results of Hackman (1982) who found different wall 
function treatments to have little impact on the backward 
facing step flow—this matter clearly deserves further investi
gation. A more detailed discussion on the wall function treat
ment is given by Djilali et al. (1989) in the context of convective 
heat transfer predictions where the near-wall treatment is of 
critical importance. 

Predictions and Comparison With Experimental Data. Ex
amination of Fig. 8 shows that the BSHD computations un-
derpredict not only the reattachment length, but also the height 
of the separation bubble and the maximum backflow velocity. 
The PDM predictions (Fig. 9) are, on the other hand, in very 
good agreement with the experimental data in the recirculating 
flow region. A reattachment length of 4.3D, compared to the 
experimental value of 4.7£>, is predicted; this small difference 
(< 9 percent) may be due, in part, to a slight departure in the 
experiments from ideal two-dimensional conditions. The PDM 
predictions start to deteriorate after reattachment as a result 
of a slower rate of recovery of the reattached boundary layer. 
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Fig. 8(a,b) Mean longitudinal velocity profiles: , BSHD computa
tion; o, PWA measurements. Separation streamlines: , 
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Fig. 9{a,b) Mean longitudinal velocity profiles: , PDM compu
tation; o, PWA measurements. Separation streamlines: , 
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The deterioration of the predicted velocity profiles in the re
covery region is a common feature of many reattaching flow 
calculations (see Nallasamy, 1987) and is perhaps not surprising 
in view of the complex and unsteady nature of the reattachment 
process. 

. Figure 10 shows the effective viscosity contours. The use of 
the PDM affects most significantly the eddy viscosity levels 
immediately upstream and downstream of separation, and 
along a region corresponding roughly to the center of the shear-
layer. In the first part of the separated shear-layer, it is expected 
that the strong stabilizing curvature would reduce turbulent 
stresses and hence the eddy viscosity. The PDM appears to 
reproduce, at least in part, these effects. In their experimental 
study of the normal-plate/splitter-plate geometry, Castro and 
Haque (1987) argue that curvature effects may not be impor-
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tant in the separating shear layer. This conclusion was based 
on measurements for x/xr > 0.35 and is not necessarily in 
contradiction with the present computations, where the PDM 
affects most significantly the eddy viscosity in the vicinity of 
separation. The improved velocity field predictions result from 
the reduced eddy viscosities which contribute to a slower growth 
rate of the separated shear layer and hence a longer separation 
bubble. The highest eddy viscosities occur in both cases slightly 
downstream of the reattachment point. 

The predicted turbulent kinetic energy profiles are presented 
in Fig. 11. Since no experimental measurements of k were 
available, this was estimated from the measured longitudinal 
r.m.s. velocity using the relation k = u2/a, where a is a measure 
of the degree of anisotropy of the flow. An average value of 
a = 1.1 was estimated from the flat plate/splitter plate data of 
Ruderich and Fernholz (1986). The profiles show a remarkable 
similarity with the estimated values both in recirculating flow 

intervals A C, = 0,0751 

Fig. 12 Contours of pressure (PDM computation) 

Q_ 

Fig. 13 Comparison of computed and experimental pressure distri
butions on top surface of the plate: , computed (PDM); o, meas
ured 

and recovery regions. In particular the highest k is predicted 
to occur at the same streamwise location as the estimated value 
(x/D= 3). A comparison of these results with the standard k-
e model predictions shows that the PDM, by increasing e in 
the high streamline curvature region close to separation, results 
in more realistic values of k. An important feature of the 
estimated profiles which is not well reproduced is the spread 
of k into the outer region. This feature, also present in the 
standard k-t predictions, indicates a possible inadequacy of 
the modeled diffusion term of the Ar-equation. 

The predicted pressure field shown in Fig. 12 sheds light on 
some interesting points. The pressure remains fairly uniform 
within the first half of the separation bubble. Large cross-
stream gradients are present along a region corresponding 
roughly to the outer part of the shear layer. These gradients 
are more pronounced near separation, probably as a result of 
the higher streamline curvature. The corresponding pressure 
distribution along the surface of the plate is shown in Fig. 13. 
This pressure distribution reproduces fairly well the trends of 
the experimental data, and the broad region of relatively con
stant pressure with a small dip preceding recovery. The min
imum pressure coefficient, excluding the separation value, is 
underpredicted by about 10 percent, probably as a result of 
the shorter bubble. The unrealistically low pressure coefficient 
predicted at separation is due to the singularity associated with 
the sharp corner. In the actual flow, this corner is slightly 
rounded, since in practice it is not possible to manufacture a 
model with a perfectly sharp corner. Figure 14 shows the wall 
shear stress distribution. Again the experimental trends are 
Well reproduced and the maxima and minima compare well 
bearing in mind the large uncertainty in the measured values 
(±25 percent). 

The predicted effect of blockage ratio on the reattachment 
length is shown on Fig. 15 together with measured values 
reported in the literature. The experimental trends are well 
reproduced and the computed values are within 10 percent of 
the measured ones. Varying departures from strict two-di
mensionality in the measured case could account, in part, for 
the generally higher experimental values of xr. It should also 
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Fig. 14 Comparison of computed and experimental wall shear stress 
distributions: , computed (PDM); o, measured 
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Fig. 15 Effect of blockage on reattachment lengths (experimental 
compiled by Cherry et al., 1984) 

data 

be noted that all calculations were carried out assuming the 
boundary layers originated at the inlet of the computational 
domain, and initial profiles for k and e were kept unchanged. 
These assumptions do not necessarily correspond to the actual 
experimental conditions, but the resulting errors are expected 
to be small—at least for small blockage and low free-stream 
turbulence conditions. 

Computational Costs. Most of the present computations 
were performed on a VAX 11/750 computer. The computa
tions required from 45 minutes of CPU time and 83 iterations, 
for a 49x34 grid, to 545 minutes and 329 iterations, for a 
82x62 grid. The PDM computations required, for a given 
grid, about 20 percent more CPU time than the BSHD com
putations as a result of the slower convergence of the modified 
turbulence model. 

4 Concluding Discussion 
Numerical predictions for the turbulent separated-reattach-

ing flow over a bluff rectangular section have been presented. 
The finite difference method investigated here shows that sig
nificant errors can occur through false diffusion when pre
dicting this flow using the standard hybrid differencing scheme, 
even with very fine grid spacings. The use of skewed-hybrid 
differencing results in a substantial improvement, but gives 
rise to some errors near the stagnation region where the dis-
cretized equations are source dominated. In the present com
putations, this deficiency was "corrected" by reverting to 
hybrid differencing in the stagnation region. 

The results of the BSHD computations show that the stand
ard k-e model fails to represent accurately the effects of tur

bulence in the region around separation. The use of the 
preferential dissipation modification (PDM) leads to signifi
cantly improved predictions, and results in a reattachment 
length within 10 percent of the experimental value. The small 
difference may be due to a slight departure in the experiments 
from two-dimensionality. Detailed comparison of the present 
predictions within the separated flow region give a much more 
satisfactory agreement with measurements than is obtained 
with the discrete vortex method (Kiya et al., 1982). Agreement 
gradually deteriorates as the wall boundary layer redevelops 
downstream of reattachment. As noted elsewhere (e.g., Brad-
shaw and Wong, 1972), the turbulence structures in this region 
are unlike those typical of more "normal'' turbulent boundary 
layers. In particular, the turbulent length scales are roughly 
independent of y, and the law of the wall formulation is in
applicable within the redeveloping flow region. Modifications 
of the usual k-e and near-wall models are obviously required 
for accurate calculations in this region. Possibly, only Reynolds 
stress models—which do not suffer from the physical drawback 
of the eddy viscosity concept—could account properly for the 
complicated turbulence structure around reattachment. 

In the present computations, there is some uncertainty in 
the initial conditions for the boundary layers developing on 
the wind tunnel walls. The errors arising from this uncertainty 
are expected to be small for the low blockage ratios considered 
in this study. Otherwise, the boundary conditions for the flow 
around the bluff rectangular plate are clearly defined. The 
present results show that this flow constitutes a severe test for 
discretization schemes as well as turbulence models. In both, 
inadequacies appear to be magnified as a result of streamline 
curvatures, large gradients, and the stagnation flow region. 
These features, as well as the simple uniform flow inlet bound
ary conditions—an important factor in numerical solutions 
(Nallasamy, 1987)—make this representative bluff-body con
figuration a good benchmark test for numerical methods and 
turbulence models. 

In light of the unsteadiness of the flow and the complexity 
of the turbulence structure in the reattachment region, the 
present predictions are quite remarkable. A logical extension 
of this work would be a time dependent solution that takes 
into account the experimentally observed large scale unstead-
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Real-Time Video Analysis of Twin 
Jets in a Crossflow 
The research presented in this paper is an investigation of the interaction between 
twin side-by-side circular jets issuing into a crossflow, utilizing a real-time video 
digitization system to obtain quantitative data from the visualized flow fields. The 
intermittency field results obtained from experiments with different jet spacings and 
jet velocity/crossflow velocity ratios are reported. 

Introduction 
The single circular jet in a crossflow configuration occurs in 

many branches of aeronautics and, hence, the interaction be
tween the jet and the crossflow has been the subject of con
siderable research, as reviewed by Ransom and Wood (1974), 
Bradbury (1981), and Hancock (1987). The main 
characteristics of the flow field, namely the formation of a 
pair of counter-rotating vortices, which dominate the 
deflected jet, and the generation of a turbulent wake, are now 
well established. 

Research into the case of multiple jets in a crossflow is 
somewhat more limited, Walker and Kors (1973), Kamotani 
and Greber (1974), Karagozian et al. (1986), with much of the 
work being motivated by the need to improve the efficiency of 
dilution zone mixing in gas turbine combustion chambers, 
such as that of Holdeman and Walker (1977) and Khan et al. 
(1981). In most instances a row of jets normal to the flow 
direction has been utilized. The emphasis has been on deter
mining the result of the mixing process in the downstream 
flow regime in terms of temperature or gas concentrations, 
rather than examining the actual jet flows themselves. The 
case of two jets, either in-line (tandem) or side-by-side, has 
been studied by Ziegler and Wooler (1973), Schwendemann 
(1973), Makihata and Miyai (1979), Isaac (1982), and Isaac 
and Jakubowski (1985). The latter authors presented com
parisons between hot-wire turbulence data obtained with a 
single jet and with two jets in tandem. Their results indicated 
that the tandem jets showed greater vertical penetration than 
the single jet, for the same jet ratio. In addition, the basic 
shapes of the velocity and turbulence profiles were similar for 
both cases, such that the twin jets appeared to merge into one, 
forming a jet with greater dimensions and higher turbulence 
intensities than the single jet case. 

The present work is an examination of the interaction be
tween twin side-by-side circular jets issuing normally into a 
crossflow, in order to increase our knowledge of the influence 
on the jet development of geometrical parameters such as jet 
nozzle spacing and jet velocity to crossflow velocity ratio. The 
research utilizes a system for the real-time analysis of video 
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Fig. 1 Smoke tunnel facility 

images using a PDP-11/73 minicomputer, Toy and Wisby 
(1988a,b). 

Experimental Details 

The experiments were conducted in a purpose built, open-
circuit, smoke tunnel facility, shown in Fig. 1, which has 
working section dimensions of 0.75 x 0.62m and a turbulence 
level of 0.2 percent. The tunnel outlet is fitted with high effi
ciency filters to remove practically all the smoke particles. 
Smoke was produced by a Concept Genie generator and in
troduced into the tunnel through two 13.5mm internal 
diameter copper nozzles inserted into a common plenum 
chamber. A range of these plenums was constructed, giving jet 
nozzle spacings of 1, 3, and 5 diameters. The generator and 
plenums were mounted on the roof of the tunnel in an ar
rangement which allows variation of orientation of the jets to 
the crossflow direction. The experiments were conducted with 
a crossflow velocity of lm/s, representing a Reynolds number 
of 9.3 xlO2 based on nozzle diameter. The approach flow 
boundary layer was turbulent with a thickness of 60mm, that 
is 4.44D. Three jet velocity to crossflow velocity ratios were 
studied, namely 6, 8, and 10. In each case the jet velocity was 
that measured at the center of the nozzle exit. In the work 
reported here only the side-by-side configuration was exam
ined, with measurements undertaken in YZ planes at 
downstream locations of X/D = 2.5, 5, 10, 20, and 30, for 
each jet spacing and velocity ratio. 
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Counterweight 

Fig. 2 Laser and camera traversing system 

Intermittency contour maps of the jet structures were ob
tained at each downstream location by illuminating the flow at 
a series of relative "heights" (spaced ID apart) using a single 
lOmW laser beam directed across the flow. The laser was at
tached to a computer-controlled two-dimensional traversing 
mechanism along with a monochrome video camera which 
was used to record the laser-line traces. This setup is illustrated 
in Fig. 2. Hence, the positions of the laser-line and the camera 
were fixed relative to each other, with each digitized pixel 
representing a flow area of approximately 0.67 x 0.67mm. The 
traversing mechanism had a positional accuracy of better than 
±0.02mm. The positional error of any measured point in the 
flow field was ±0.03D. 

The video digitization and analysis were undertaken by a 
PDP-11/73 minicomputer-based system incorporating Imag
ing Technology boards for analogue processing (AP-512 
board), arithmetic logic operations (ALU-512), histogram 
computations (HF-512), and frame buffer storage (FB-512). 
The full monochrome system is illustrated by the block 
diagram in Fig. 3, although in the present work it was 
necessary to utilize only the AP board and a single frame buf
fer. It has been demonstrated in previous work that the video 
system can be used to obtain quantitative data such as inter-
mittencies, interface statistics, and relative turbulence inten
sities from smoke visualization, Toy and Wisby (1988b). In 
the case of intermittency measurements, earlier researchers, 
such as Fiedler and Head (1966), have shown that smoke can 
be used as a discriminator between nonturbulent and turbulent 
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Fig. 3 Block diagram of image processing system 

flow regions. Indeed, comparisons with the standard hot-wire 
anemometry approach for measuring intermittency 
demonstrate that the smoke/no-smoke interface is highly cor
related with the turbulent/nonturbulent interface, Falco 
(1980). In the present experiments the fully turbulent jets were 
seeded with smoke, while the crossflow, which was nontur
bulent (except for within the wall boundary layer approaching 
the jets), was unseeded. Hence, when the interaction region 
was viewed by the camera, the "white" portions of each laser-
illuminated line (smoke present) represented regions of tur
bulent flow and the "black" portions represented non-
turbulent flow regions. By acquiring 5000 line traces (100 
seconds sampling time) at each horizontal location it was 
possible to compute the intermittency function along that line, 
defined as 

Kx, t) •• 
1 if the point (x,t) is in a fully turbulent region 

0 if the point (x,t) is in a nonturbulent region. 

Comparative experiments showed that the intermittency 
function measurements were within ±0.020 of those 
measured by standard hot-wire anemometry (in those regions 
where the hot-wire data were valid), with a repeatability of 
±0.003 at any pixel. Six-bit digitization was used to substan
tially reduced signal noise effects and to produce a reliable 
discriminator between the turbulent and nonturbulent flow 
regions. Complete investigation of the largest jet cross sections 
required approximately 60 minutes of experimental measure
ment and analysis, highlighting the potential of this technique 
for rapidly obtaining a significant amount of data when com
pared to standard techniques. 

In addition to the quantitative data acquisition work, some 
purely qualitative full-field images were obtained. For these 
experiments the smoke jets were illuminated in planes across 
the jet paths by a halogen lamp directed through a slit in the 
tunnel wall. The flows were observed by the video camera, 
located downstream in the working section, and these images 
were then processed by the minicomputer. By weighted 
averaging of successive video images, the shapes and sizes of 
the jets at each downstream location were determined. Grey 

Nomenclature 

D = 

P = 

S = 

jet nozzle diameter 
intermittency function 
maximum penetration of 
the combined jets at any 
downstream location 
spacing between jet nozzle 
centers 

t = 

W = 

arbitrary time during flow 
field measurements 
maximum width of the 
combined jets at any 
downstream location 
arbitrary point located in 
the flow field 

X = Cartesian coordinate in 
crossflow direction, with 
origin at center of nozzle 
exit 

Y = Cartesian coordinate in 
lateral direction 

Z = Cartesian coordinate nor
mal to ground plane 

a = jet velocity/crossflow 
velocity ratio 
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Fig. 4 Intermittency distributions at three locations for a = 10 and 
S/D = 1 

Fig. 5 Intermittency distributions at three locations for « = 10 and 
S/D = 3 

level contouring, with additional pseudo-coloring, highlighted 
the locations of the vortex centers within the jets. These tests 
provided a rapid indication of the range of laser-lines which 
were required at each downstream location. 

Discussion 

Before discussing the development of the twin jets in terms 
of the intermittency results it is appropriate to mention the 
most significant finding arising from visual observations and 
qualitative interpretation of individual video images. Even in 
the cases where both vortices (of the counter-rotating pair 
associated with each jet) form in the initial development 
region, the inner vortices rapidly diminish such that the outer 
vortices then form a pair similar to that which exists for the 
single jet case. It is this process which appears to result in the 
coalescing of the jets noted by Isaac (1982) and Isaac and 
Jakubowski (1985). 

It is only possible to illustrate in this paper a selection of the 
45 planes of intermittency data surveyed during the present 
work. Hence, in order to examine the effect of jet nozzle spac
ing, Figs. 4, 5, and 6 show the profiles at X/D = 2.5, 10, and 
30 for a = 10 with S/D= 1, 3, and 5, respectively. All the data 

indicate that in the initial region (X/D = 2.5) there is a single 
area of fully turbulent flow (7=1), continuous across both jets 
and approximately 4D wider than the spacing of the outer 
edges of the two nozzles. At the smallest nozzle spacings, the 
indentation of the contours on the ground plane side of the 
jets illustrate where the dominant outer vortices are beginning 
to entrain fluid into the combining jets. With increasing spac
ing this indentation decreases and is not present at S/D = 5 
(until much further downstream at X/D =10). However, there 
are indentations on the opposite side of the jet for S/D = 5 in
dicating a reduction in jet turbulence where the crossflow is 
passing between the jets. This effect diminishes with jet spac
ing such that at S/D-X it appears that no crossflow is 
penetrating between the jets. 

As the jets bend and develop in the downstream direction 
the fully turbulent region becomes confined to two lobes on 
either side of the plane of symmetry (by X/D= 10). These are 
probably closely associated with the centers of the vortices, 
although comparative vorticity measurements of the kind 
undertaken by the present authors for the single jet case, Toy 
and Savory (1988), would be necessary to confirm this. Fur
ther downstream the fully turbulent regions diminish in size, 
most rapidly for S/D = 1, until by X/D = 30 they have disap-
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Intermittency distributions at three locations for a=10 and 

peared, except for the largest nozzle spacing. In addition, at 
this downstream location the combined jets are beginning to 
exhibit the characteristic kidney shape aoociated with a fully 
developed single jet in a crossflow. This similarity with the 
shape of a single jet, together with the presence of only the two 
outer fully turbulent lobes, provides evidence that the inner 
vortices of each pair either do not form or are very short-lived. 

The effect of varying the jet velocity ratio for a given nozzle 
geometry and downstream location is illustrated in Fig. 7, for 
S/D = 3 at X/D = 20. Essentially, a is a scaling parameter for 
the gross jet characteristics of width, depth and penetration, 
such that the jet at a= 10 is more fully developed than the 
a = 6 case. 

Previous work on single jets has shown that the main 
geometrical characteristics, such as jet penetration and width, 
are largely functions of a and X/D only. Hence, the maximum 
jet penetration, P, and the maximum width, W, may be ade
quately described by the following relationships, Pratte and 
Baines (1967); 

P 
aD =4—)' 

Fig. 7 Intermittency distributions at X/D -• 
ratios 

: 20 with S/D = 3 for three jet 

aD \aD/ 
(2) 

(1) 

where A, B, m, and n are constants. Using the present data 
and taking the 7=0 contour as the jet boundary the results for 
these constants are as tabulated in Table 1. 

In the present work the maximum jet penetration is defined 
as the distance from the wall to the furthest location of the 
1=0 contour, measured on the plane of symmetry. Similarly, 
the maximium width is the maximum lateral distance within 
the 1=0 contour. The present data shows some similarity with 
the single jet studies of Gordier (1959) and Pratte and Baines 
(1967), who utilized water and smoke jets, respectively. The 
most notable exception is that the width of the combined twin 
jets tends to be at least twice that of the single jet. In those 
studies both sets of workers obtained penetration and width 
data by estimating the locations of the jet boundaries from 
photographs. There does not appear to be any data from 
previous work on twin or multiple jets with which to sensibly 
compare the present results. This is because the definitions of 
penetration and width adopted in those studies are different, 
utilizing the loci of temperature or velocity maxima, or vortex 
trajectories, for example. 
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Table 1 Jet penetration and width parameters 

Test 

S/D=\ 
5/0 = 3 
S/D = 5 

Pratte and Baines (1967) 
Gordier (1959) 

Penetration 
A 

2.56 
2.38 
2.51 
2.63 

-

m 

0.26 
0.28 
0.25 
0.28 

-

Width 
B n 

2.61 0.39 
2.47 0.37 
2.79 0.35 
1.25 0.40 
1.20 0.39 

Fig. 8 Variation of twin jet penetration with nozzle spacing and veloci
ty ratio 

From the limited number of jet geometries studied in the 
present work it is apparent that S/D cannot be used as a scal
ing parameter since the interaction between the crossflow and 
widely spaced jets is fundamentally different from the closely-
spaced-jets case. At very large jet spacings there is little mixing 
between the two jets and they behave in a similar manner to 
single jets. With decreasing spacing the jet penetration 
decreases due to the greater interference between the jets, as 
noted by Kamotani and Greber (1974) and Holdeman and 
Walker (1977). However, at very close spacings the crossflow 
no longer passes between the two jets. In this case the inner 
vortices of the two counter-rotating pairs do not appear to 
form, or are extremely weak, with the initial jet vorticity being 
turned and concentrated in the outer vortices only. The pres
ent data for S/D = 1 shows that this results in an increase in jet 
penetration, as illustrated by the curves in Fig. 8. The results 
indicate that the increase in jet penetration is not substantial 
but that it is consistent for all velocity ratios. This finding 
agrees with the case of a row of multiple side-by-side jets, 
studied by Kamotani and Greber (1974), who found that at 
nozzle spacings below about S/D = 3 the configuration behav
ed like a two-dimensional slot jet, with less entrainment, pro
ducing a slower decay of the initial jet momentum flux and a 
resultant increase in penetration. 

Concluding Remarks 

The present work on side-by-side twin jets issuing into a 
crossflow has indicated that the scaling parameters of jet 

velocity ratio and downstream distance, commonly used to 
predict the gross characteristics of single jets, such as penetra
tion and width, may also be used for the combined twin jets. 
However, the nozzle spacing is not a suitable scaling 
parameter since the development of widely spaced jets (where 
the crossflow passes both sides of each jet) is fundamentally 
different from that of closely spaced jets (such as S/D=\ 
where there is no crossflow penetration between the jets). The 
most striking feature of twin jet development, from all the 
cases studied, is the manner in which the two jets rapidly com
bine (with the apparent disappearance of the inner vortices of 
the two counter-rotating paris) to form a large jet with single 
jet characteristics. 

It is intended to undertake further work in order to establish 
the effect on jet development of staggering the two jets such 
that the downstream jet is issuing into the static pressure field 
generated by the upstream jet. In addition, detailed 
measurements of the velocity vector distributions will be 
undertaken in order to ascertain the strengths and extents of 
the vortices. 
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Experimental Analysis and Flow 
Visualization of a Thin Liquid Film 
on a Stationary and Rotating Disk 

The mean thickness of a thin liquid film of deionized water with a free surface on a 
stationary and rotating horizontal disk has been measured with a nonobtrusive 
capacitance technique. The measurements were taken when the rotational speed 
ranged from 0-300 rpm and the flow rate varied from 7.0-15.0 Ipm. A flow 
visualization study of the thin film was also performed to determine the 
characteristics of the waves on the free surface. When the disk was stationary, a cir
cular hydraulic jump was present on the disk. Upstream from the jump, the film 
thickness was determined by the inertial and frictional forces on the fluid, and the 
radial spreading of the film. The surface tension at the edge of the disk affected the 
film thickness downstream from the jump. For the rotating disk, the film thickness 
was dependent upon the inertial and frictional forces near the center of the disk and 
the centrifugal forces near the edge of the disk. 

Introduction 
The heat transfer from a rotating disk to a thin film has 

been recognized in the past to be superior to conventional fall
ing films because the centrifugal force tends to thin and ac
celerate the film, which translates into higher heat transfer 
coefficients. As a first step in determining the heat transfer to 
a thin film, the hydrodynamic characteristics of a thin film 
with a free surface flowing over stationary and rotating disks 
have been studied experimentally. The major motivation of 
the present experimental investigation was directed toward the 
use of a thin film on a rotating disk to promote the absorption 
of a vapor into the liquid on the disk. Specifically, the ab
sorber unit of a space-based vapor-absorption refrigeration 
system will use a liquid film thinned by the centrifugal force 
on a rotating disk to enhance the absorption of the refrigerant 
vapor into the absorbent because a falling film cannot be pro
duced in a microgravity environment. The vapor-absorption 
cycle is more appropriate than a vapor-compression cycle for a 
microgravity application because the vapor compressor is 
replaced by a liquid pump, which is lighter, requires less 
maintenance, and is easier to manufacture for space-based ap
plications. The vapor-absorption cycle will use the waste heat 
which is available in the spacecraft for refrigeration. 

Watson (1964) analyzed a free-falling jet which impinges on 
a horizontal plane. The jet spreads out radially in a thin film 
and is surrounded by a hydraulic jump, outside of which the 
thickness of the liquid is much greater. Watson measured the 
diameter of the hydraulic jump (rx) with dividers, the depth of 
the fluid outside the jump (d) with a point gage, and the flow 
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rate (Q) with a measuring jar and stop watch. The experimen
tal data ranged from 25.4<r, < 177.8 mm, 3.30<J<16.5 
mm, and 0.73<Q<26.8 1pm. The jet Reynolds number 
Re = Q/av ranged from 7xl0 3 to 1.2 xlO5, where a is the 
radius of the jet. The theoretical results of the location of the 
hydraulic jump and the depth of the liquid outside the jump 
were compared to experimental results with a satisfactory 
agreement. 

Espig and Hoyle (1965) measured the maximum thickness 
of a liquid film on a horizontal rotating disk. The maximum 
thickness is the height of the film to the crest of the waves on 
the film. Measurements were taken by using a needle probe 
which completed an electrical circuit when it touched the film 
surface. The Reynolds number Re = (4Q/i>D) ranged from 
10 to 600, where Q is the mass flow rate, /x is the dynamic 
viscosity, and D/2 is the distance from the center of the disk. 
The flow conditions were also observed visually with a 
stroboscope which showed rivulets, circumferential waves, 
and helical waves. The experimental results were in agreement 
with the experimental results of Kirkbride (1933) and the 
theoretical results of Nusselt (1916) and Kapitsa (1948). 

Butuzov and Rifert (1972) measured the heat transfer of 
condensing steam onto one side of a rotating copper disk, the 
opposite side of the disk being cooled with a condenser. The 
results for the average heat transfer coefficient versus the disk 
angular speed were presented. The disk speed varied from 95.5 
to 2140 rpm and the heat flux ranged from 2 x 104 to 19 x 104 

W/m2. The measured condensate Reynolds number was com
pared to the theoretical results with an agreement to within 
5-10 percent. The Reynolds number was defined as Rebot = a 
AT R/2pvr, where a = \/S is the mean laminar heat transfer 
coefficient, 8 is the mean film thickness, X is the thermal con
ductivity, AT is the temperature difference between the steam 
and the disk, R is the disk radius, r is the heat of vaporization, 
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p is the density, and v is the kinematic viscosity. The 
theoretical results were obtained by using a previously derived 
equation for the thickness of a laminar liquid film on a 
rotating disk. This was related to the flow rate of the conden
sate on the disk for steam condensation. 

Charwat et al. (1972) studied the effects of varying the 
viscosity and surface tension of a thin liquid film on a rotating 
glass plate. The film thickness was determined by the infrared 
absorption technique, and it was found that the thickness 
varied from 1-150 fim for flow rates up to 0.78 1pm. Concen
tric, spiral, and irregular waves were found on the surface of 
the film, and were strongly affected by varying the kinematic 
viscosity (10 3 - 2 . 5 x 10~3 N«s/m2) and surface tension 
( 2 0 X 1 0 - 3 - 7 2 x l 0 - 3 N/m). 

Matsumoto et al. (1973) compared various theoretical solu
tions of previous authors with a polynomial approximation 
for the thickness of a thin liquid film on a rotating disk. The 
authors also devised an experiment where constant 
temperature liquid was supplied to the center of a rotating disk 
by a feed nozzle above the disk. The liquid film height was 
measured along the radius by a needle attached to two 
micrometer screws. The kinematic viscosity of the liquid 
ranged from 9.61 x 1 0 - 6 - 5 8 . 3 x 10 - 6 m2 /s , the rotational 
speed varied from 250 to 1500 rpm, and the flow rate range 
from 0.3 to 1.87 1pm. It was concluded that a polynomial of 
fourth degree or higher agreed very well with the experimental 
results. 

Miyasaka (1974) compared the results of an experimental 
study with those of a theoretical study of the thickness of a 
thin film on a rotating disk. The liquid film was generated 
with a jet of liquid falling onto the center of a horizontal 
rotating disk. The film height was measured by comparing the 
electrical resistance of the liquid on the disk with that of a 
standard thickness of the liquid, which resulted in an uncer
tainty of ±0.02 mm. The jet Reynolds number was varied 
from 200 to 18,000. The theoretical values were obtained by 
solving the governing equations of motion with the boundary-
layer approximation. The theoretical results include the 
dimensionless film thickness, H=h/r0, versus the dimen-
sionless radius, £ = r/r0, where r0 is the jet radius, when 
viscosity is and is not present. It was concluded that the 
theoretical values were in agreement with the experimental 
results. 

Ishigai et al. (1977) measured the liquid film thickness and 
heat transfer from a thin film generated by an impinging liq
uid jet onto a perpendicular surface. The film thickness was 
measured with a needle and micrometer arrangement, and a 
voltage source applied to the surface of the plate. When the 
needle touched the surface of the film an electric circuit was 
completed, which was read by an oscilloscope. The flow rate 
ranged from 3.0 to 301pm. The experimental data of the liquid 
film height were compared to the analytical equation given by 
Watson (1964) with satisfactory results. 

Labus and DeWitt (1978) examined experimentally the flow 
patterns of the free surface of an impinging jet of liquid on a 
disk perpendicular to the jet in zero gravity. This was achieved 
in a drop facility in which a 2.2 second period of 10 - 5 g's 
could be sustained. Flow visualization studies revealed that 
surface tension and inertia were the major forces acting on the 
liquid. 

Nomenclature 

ETSS = root-sum-square error in the liquid film height 
measurement, mm 

h = gap between capacitance sensor and disk at the in
nermost radius, mm 

Ah = change in h along the radius, mm 
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Craik et al. (1981) studied experimentally the circular 
hydraulic jump formed by an impinging jet of liquid on a 
horizontal plate. The liquid film thickness in the region near 
the hydraulic jump was measured using a light-absorption 
technique with a laser and a strong dye. The parameters which 
were varied are as follows: the flow rate, 0.27 to 1.561pm; the 
jet radius, 1.0 to 2.15 mm; the jump radius, 12.0 to 40.0 mm; 
and the outer depth, 1.8 to 3.5 mm. The experimental data 
were compared to Watson's (1964) theory with an unsatisfac
tory agreement. Flow visualization studies were performed, 
and a recirculation bubble attached to the plate just 
downstream of the hydraulic jump was found. 

Muzhilko et al. (1983) measured the liquid film thickness on 
a horizontal rotating disk where the liquid is introduced onto 
the center of the disk by an impinging jet. The film thickness 
was measured by sensing electrodes embedded into the surface 
of the disk, whose resistance is a function of the film 
thickness. The mean film thickness was measured at radii of 
30, 60, and 90 mm. The angular velocity ranged from 95 to 
1900 rpm, and the flow rate varied from 0.04 to 1.2 1pm. The 
mean film thickness results were correlated by an empirical 
equation which predicted the data to within ±15 percent in 
the wavy-laminar region. 

Azuma and Hoshino (1984) examined the laminar-turbulent 
transition, liquid film thickness, velocity profile, stability, and 
wall pressure fluctuations of thin liquid films on a stationary 
horizontal disk in a series of four reports. The liquid was 
directed onto the glass plate by a circular nozzle which was set 
very close to the surface of the plate. 

For laminar-turbulent transition, Azuma and Hoshino set 
the nozzle inside diameter to: D= 10, 15, 20, 25, 30 mm. The 
gap height was H=0.5, 1.0, 2.0, 3.0, 5.0 mm. The volumetric 
flow rate ranged from Q = 3 - 3 9 1pm. Laminar-turbulent 
transition was determined as when sandpaper-like waves 
covered 50 percent of the peripheral direction. The critical 
Reynolds number was given as Re ( c r = 7.4x 104, where 
R<s = QNCDHv, C=Q/TTDHU0 is the discharge coefficient, 
U0 = \l2P/p is the discharge velocity, P is the stagnation 
pressure, p is the density, and v is the kinematic viscosity. The 
t ransi t ion radius was nondimensionalized (/•*=[/•,/ 
VCD//]Re~1/3) and plotted against the Reynolds number, 
so that the dimensional transition radius could be determined 
for a particular arrangement. 

The liquid film thickness across the horizontal disk was 
measured by Azuma and Hoshino using the point gage 
method with a needle sensor and micrometer screw. The film 
thickness on both the bottom and the top of the disk was 
measured. On top of the disk, the film thickness was measured 
in the supercritical region. On the bottom of the disk, the film 
thickness was measured to the radius where the liquid fell off 
the disk in droplets. Following the analysis given by Watson 
(1964), the authors analytically derived the liquid film 
thickness in three regions: the stagnation region (Region I), 
the region in which the laminar boundary layer reaches the 
fluid surface (Region II), and after the point of transition to 
turbulent flow (Region III). The equations for the film 
thickness were in agreement with the experimental values. 

Azuma and Hoshino measured the velocity profile of a thin 
liquid film on the underside of the glass plate with a laser Dop-
pler velocimeter. Regions (I) and (II) mentioned above were 

h' = amount the probe was raised when the disk was 
wet, mm 

h" = gap between capacitance sensor and liquid film 
surface, mm 

5 = liquid film height, mm 
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Fig, 1 Experimental setup of the rotating disk unit 

again studied to determine whether the velocity profile could 
be approximated best by the profile given by Watson or by a 
fourth-order polynomial profile. Watson's profile is given as 

where f=u/U, -q = z/&, U is the velocity at z = 5, <5 is the 
boundary layer thickness, en is Jacobi's elliptic function with 
modulus sin 75 deg, and K= 1.402. The fourth-order profile 
given by Azuma and Hoshino is /(r;) =2-r} — 2tf +174. The 
authors found that in Region (I), the velocity profile is best ap
proximated by the fourth-order profile. In Region (II) the pro
file is closer to Watson's profile. 

Azuma and Hoshino investigated analytically the stability 
of the liquid film by integrating the Orr-Somerfield equation 
in Regions (I) and (II) using the Blasius and Watson profiles. 
In Region (I), the stability limit was given by 
Re6 „. = U08/v= 1970 and 707 for the Blasius and Watson pro
files, respectively. In Region (II), the stability limit for the 
Blasius and Watson profiles was Re5 cr = 1596 and 450, respec
tively. The pressure at the wall was measured with semicon
ductor pressure transducers. The authors found that from the 
stagnation point, the time-averaged pressure distribution 
dropped off suddenly, but at a certain downstream radius the 
pressure had a significant maximum value. This maximum 
was attributed to the transition from laminar to turbulent 
flow. The experimental and analytical results for the location 
of transition were in agreement. 

Carper et al. (1986) studied experimentally the heat transfer 
from one side of a rotating disk with an approximately 
uniform surface temperature. The liquid was supplied to the 
center of the disk by a nozzle. The average Nusselt number 
(Nufl = hD/k) was presented for the following parameters: 
t h e r o t a t i o n a l R e y n o l d s n u m b e r ( 1 6 , 0 0 0 < 
Rer = coZ>2/K<545,000), the Prandtl number (87<Pr<400), 
a n d t h e i m p i n g i n g j e t R e y n o l d s n u m b e r 
(180<Re/- = rf£///i'<1300). D is the disk diameter, &> is the 
angular velocity of the disk, v is the kinematic viscosity, d is 
the jet nozzle diameter, Uj is the average jet velocity, h is the 
average convective heat transfer coefficient over the disk, and 
k is the thermal conductivity of the fluid. An empirical equa
tion for the average Nusselt number was derived by a multiple 
linear regression analysis which represented 95 percent of the 
data to within ± 30 percent. 

Most of the previous investigations were concerned with 
thin liquid films which were generated by an impinging jet on
to the center of a rotating or stationary disk. In the present 
study, the liquid film was generated on a rotating or stationary 
disk by a circular collar which directed the pressurized liquid 
onto the center of the disk with a constant initial height and 
velocity. This arrangement was amenable to accurate 
numerical simulation because the inlet conditions were more 
easily modeled than those of an impinging liquid jet. The flow 

rates for the rotating disk were much larger than most of the 
previous studies because the problems associated with the 
splashing of the working fluid onto the measuring device were 
eliminated with the new collar design. 

The effects of two parameters on the thickness of the liquid 
film were studied: the flow rate (7 .0 - 15.0 1pm) and the rota
tional speed (0 - 300 rpm) at the steady state. The liquid film 
thickness was measured with a nonobtrusive capacitance 
probe and digital micrometer arrangement. The characteristics 
of the waves on the free surface were studied with a video 
camera at low and high shutter speeds. 

Experimental Setup 

The purpose of this experiment was to measure the liquid 
film thickness on a stationary and rotating horizontal disk 
where the liquid emanates from a pressurized vessel in the 
center of the disk. The schematic of the experimental setup is 
shown in Fig. 1. The 406.4 mm diameter rotating disk [1] was 
mounted onto a high-precision stainless steel spindle [3] which 
was hollow from the 101.6 mm diameter stainless steel collar 
[2] to the rotating union [16]. The rotating disk was made of 
aluminum with a surface finish o f 3 . 8 x l 0 ~ 4 mm and flatness 
of 2 x l 0 ~ 3 mm. The working fluid flowed from the cir
culating pump [17] through the stationary pipe to the rotating 
union, which coupled the stationary pipe and the hollow spin
dle. The liquid then passed up above the rotating disk and 
through eight 3.17 mm diameter radial holes in the hollow 
rotating spindle, which were covered by the collar. The collar 
directed the eight liquid streams down and outwardly so that 
the fluid flowed onto the top side of the disk with a velocity 
only in the radial direction. The collar also made sure that the 
height of the liquid at the collar did not change with respect to 
the azimuthal direction. The gap height between the bottom 
face of the collar and the top of the disk (0.267 mm) was set by 
a stainless-steel shim which separated them. After the fluid 
flowed over the disk, it was collected by the water tank [15] to 
be recirculated. The flow rate of the liquid was varied by the 
large and small metering valves [18 and 19], which provided 
the gross and fine adjustments. The volumetric flow rate was 
determined with the turbine flow sensor [20] and the digital 
flow meter [21]. Since the circulating pump heated the work
ing fluid, a heat exchanger [22] was placed in the water tank to 
keep the water temperature constant at room temperature 
(22 °C). The rotational speed was varied by the frequency in
verter speed controller [5] which powered the electric motor 
[4] and was read with the rotary encoder [7] and speedometer 
[8]. 

In order to decrease the vibrations in the system, it was 
mounted onto a machine table. The total mass of the support 
frame and the machine table was approximately 450 kg. The 
table was also fitted with four vibration mounts which were 
made of neoprene and were approximately 25 mm thick x 75 
mm in diameter. The system was located in the corner of the 
building, which aided in decreasing the vibrations seen in the 
laboratory by being very close to the foundation. 

To measure the height of the liquid film, a nonobtrusive 
measurement technique using a capacitance sensor (for exam
ple, Spiers, 1974; and Tharmalingam and Wilkinson, 1978) 
was devised as shown in Fig. 1. This measurement method has 
several advantages over other techniques used in the archival 
literature. Unlike the needle probe method (Espig and Hoyle, 
1965), the capacitance technique does not disturb the free sur
face of the film. The capacitance technique can measure the 
film thickness all along the radius of the disk, whereas the 
liquid conductivity method (Miyasaka, 1974) can measure the 
film thickness at only a few discrete points. The light absorp
tion technique (Charwat et al., 1972) was not chosen due to 
the necessity of a metallic disk for future heat transfer 
experiments. 
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&(r) = h +Ah(r) + h'(r) - h"(r) 

Fig. 2 Liquid film height measurement 

A noncontact capacitance sensor [9] was used to locate the 
surface of the disk and the free surface of the liquid. The 
capacitance sensor directly related the strength of the electric 
field to the air gap between the sensor and the target. This 
relation was linear within the stated range of the probe. The 
sensor was attached to a digital positioner [11] by which the 
sensor could be raised or lowered. The probe and digital posi
tioner were both mounted onto a linear slide [13] which moved 
the sensor along the radius of the disk. The radial location of 
the capacitance probe was measured by a linear potentiometer 
[14] attached to the linear slide. The procedure to measure the 
liquid film height is described below and is shown graphically 
in Fig. 2. This procedure eliminated the error due to the 
runout of the disk and the error due to the disk and linear slide 
not being perfectly parallel. 

1. The capacitance probe was calibrated to the digital 
micrometer at the innermost radius by bringing the probe 
down until it touched the disk very lightly, which could be seen 
with a light directed behind the probe. This was the datum 1 
line shown in Fig. 2. The capacitance sensor was then zeroed 
at this point with the offset adjustment. The capacitance 
probe was raised slightly above the disk, where the digital 
micrometer was zeroed. The probe was then raised until it read 
the maximum value of its range. The value read on the 
capacitance sensor readout [10] was compared to what was 
shown on the digital micrometer readout [12]. Any discrep
ancy could be eliminated by a gain adjustment which was sup
plied on the capacitance sensor readout. This set the slope of 
the linear curve which related the electric strength to the height 
of the air gap. It was found that the digital micrometer did 
have a small amount of backlash (<0.008 mm), but this was 
eliminated by consistently raising the probe to the desired 
location instead of lowering it. 

2. With the disk dry, the capacitance probe was then moved 
to the datum 2 line with the digital micrometer, which was set 
to zero at this location. The height h at the inner radius was an 
arbitrary value which was within the range of the probe. 

3. The probe was moved along the radius to measure the 
deviation of the disk from the datum 1, which is called the tare 
data (h + Ah). 

4. The probe was then raised to datum 3. The liquid flow 
was started and allowed to reach the steady state. The distance 

between datum 2 and datum 3 (h') was shown on the digital 
micrometer readout. The distance from datum 3 to the liquid 
film surface (h") was measured by the capacitance probe. The 
liquid film height 5 along the radius of the disk was calculated 
with the following equation: 

b = h' +(h + Ah)~h" (1) 

The capacitance sensor readout [10] was equipped with a 10 
VDC output, which was proportional to the air gap between 
the probe and the'target. This voltage signal was sampled by a 
Fluke 2280A Datalogger at a rate of one every two seconds to 
average the readings and to determine the standard deviation 
of each reading. This procedure was necessary due to the 
waves present on the surface of the liquid film. Also, the 
capacitance probe had a sensing spot which had a diameter of 
11.28 mm, so a given reading was assigned to the radial loca
tion underneath the center of the sensing spot. When the disk 
was rotating, the same procedure was followed except that the 
tare data (h + Ah) and the air gap measurements between the 
probe and the free surface (h ") were averaged in the azimuthal 
direction as well. 

Error Analysis 

The errors in the liquid film measurements are described 
and quantified, which involve two instruments: the digital 
micrometer and the capacitance sensor. A brief summary of 
the method to determine the error is discussed. A more de
tailed description was outlined by Thomas (1989) using the 
analysis given by Miller (1989). 

The liquid film height is given by equation (1). The root-
sum-square error of the system is 

EISS = JjAh')2 + [A(h + Ah)]2 + (Ah")2 (2) 

The first term in equation (2) is the stated uncertainty of the 
digital micrometer, which was calibrated at the factory with a 
NBS traceable Mark-Tech Laser Gage Model 7980. The max
imum deviation over the range of movement reported on the 
calibration certificate was 0.001 mm, which was taken as the 
uncertainty of the instrument. 

The second term in equation (2) had different values when 
the disk was either stationary or rotating. When the disk was 
stationary, the second term was the uncertainty of the 
capacitance sensor, which was ± 0.1 percent of the range (2.54 
mm) when calibrated to a known standard, which was the 
digital micrometer. The maximum deviation from linearity of 
the capacitance probe when compared to the digital 
micrometer was 0.008 mm. This value was added to the stated 
uncertainty of the probe. Therefore, the second term when the 
disk was stationary was 0.01 mm. When the disk was rotating, 
the error due to the disk not being perfectly flat and the wob
ble caused by the bearings had to be taken into account. This 
error was the sum of the standard deviation of the air gap 
measurement between the probe and the dry disk taken at the 
outer edge of the disk (where it was maximum) and the error 
of the capacitance sensor. Multiple populations with an in
creasing number of samples were taken and the means were 
compared with a two-tailed z-test to give a sample number 
which ensured a mean at the 95 percent confidence level. The 
standard deviation of the dry rotating disk with 50 samples 
was tr = 0.02 mm, so the second term in equation (2) was 0.03 
mm. 

The last term in equation (2) was again the error associated 
with the capacitance sensor. Since the mean film thickness is 
reported, further comments concerning the third term in equa
tion (2) are necessary. At all flow rates and rotational speeds, 
waves were present on the free surface of the liquid film. A 
test was performed to compare the means of different 
numbers of samples in the subcritical and supercritical regions 
to determine a suitable number of data points for a mean 
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which falls in the 95 percent confidence level. For subcritical 
flow, a normal z-test was performed. It was found that for 125 
and 250 samples, the means were equal at the 95 percent con
fidence level, so 250 samples were taken for each data point 
reported. Likewise, for supercritical flow 80 samples were 
taken in order to achieve the same confidence level. A similar 
test performed when the disk was rotating showed that 80 
samples were needed. The root-sum-square error in the liquid 
film height measurement is as follows: 

Stationary disk -Ens = ±0.01 mm 
Rotating disk -£"rss = ±0.03 mm 

The gap between the collar and the disk was measured with 
feeler gages and the uncertainty of this data point was ±0.01 
mm. 

Results and Discussion 

1 Liquid Film Thickness Measurements. The mean 
thickness of a liquid film of deionized water as it flowed across 
a horizontal disk has been measured experimentally. The flow 
rate ranged from 7.0-15.0 1pm and the rotational rate varied 
from 0-300 rpm. The upper limits of these ranges were defined 
by the limitations of the experimental apparatus. The film 
thickness when the rotational speed was held constant and the 
flow rate was varied is presented in Figs. 3-8. The film 
thickness when the flow rate was held constant and the rota
tional speed was changed is shown in Fig. 9. In all of the 
measurements presented in this report, a duplicate measure
ment was made and the two runs were within 5 percent of each 
other. 
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The film thickness when the disk was stationary in both the 
supercritical and subcritical regions is shown in Fig. 3. The 
supercritical region is upstream from the hydraulic jump and 
the subcritical region is downstream from the jump. This ter
minology should not be confused with distinguishing between 
the turbulent versus laminar regimes of the bulk flow. As the 
flow rate increased, the hydraulic jump moved toward the 
outer edge of the disk. The exact shape of the jump could not 
be determined with the present measuring instrument because 
if an attempt were made to measure the film thickness in the 
supercritical region very near the jump, the free surface of the 
subcritical region would touch the side of the capacitance sen
sor and saturate the signal. Therefore, in Fig. 3, the straight 
line without data points between the supercritical and sub-
critical regions denotes the region in which the hydraulic jump 
resided. 

The first data point at 50.8 mm is the gap height between the 
collar and the disk (0.267 mm). The next data point at 76.2 
mm is the first point which could be read by the capacitance 
probe. Therefore, the line connecting these two points is sim
ply a linear interpolation and no conclusions can be drawn 
concerning this region. Even though the outer radius of the 
disk is 203.2 mm, measurements are not reported past 195.6 
mm because part of the sensing spot of the capacitance sensor 
was over the edge of the disk. 

In Fig. 3, the film was nearly horizontal in part of the sub-
critical region when the flow rate was 7.0 1pm and then 
dropped off near the edge of the disk. This decrease in the film 
thickness at the edge was due to the acceleration of the flow as 
the liquid exited the disk. The radius of curvature at the edge 
was nearly constant up to approximately 13.0 1pm and pro
duced significant surface tension effects. This can be noticed 
in Fig. 3 by the curves showing 7.0-13.01pm, which approach 
the same film thickness near the edge of the disk. For 15.0 
1pm, the hydraulic jump was nearly pushed off the edge of the 
disk, so it did not reach the same height as the curves with 
lower flow rates. This phenomenon is termed a "partial" 
hydraulic jump. Figure 3 also shows that the liquid film 
thickness in the subcritical region was an order of magnitude 
greater than that in the supercritical region. 

As shown in Fig. 4, the film thickness in the supercritical 
region when the disk was stationary increased along the radius 
of the disk. In the supercritical region, the major forces on the 
liquid film were due to inertia and friction. Since the frictional 
forces tend to slow the liquid, the film thickness increased due 
to continuity. 

It is also shown in Fig. 4 that the film thickness in the super
critical region may increase monotonically or may first 
decrease and then increase downstream. This decrease in the 
film thickness was due to the radial spreading of the fluid as it 
traveled across the disk. This effect was then overtaken by that 
due to friction, at which point the film thickness increased. 

The film thickness for different flow rates when the rota
tional speed was 55 rpm is shown in Fig. 5. For 7.0 1pm, the 
flow from the collar to a radius of 120 mm had the same trend 
as the supercritical flow of the stationary disk: As the flow 
rate increased, the film thickness decreased due to the effect of 
the radial spreading of the flow overtaking the effect of fric
tion. Past this region, however, the profile takes on a very dif
ferent appearance. The film thickness began to flatten out and 
then decrease past 120 mm. When the disk was rotating, the 
frictional, inertial, and centrifugal forces determined the 
thickness of the film. Near the center of the disk, the frictional 
and inertial forces were prevalent. Closer to the edge of the 
disk the centrifugal force came into play. Near the edge of the 
disk one would expect that the film would accelerate because 
of the centrifugal force and become thinner due to continuity. 
It can also be seen in Fig. 5 that as the flow rate increased, the 
point where the curves begin to flatten due to centrifugal force 
travels downstream. This was because the effect of inertia on 
the flow was dominant over the effect of the centrifugal force 
for a longer distance. Near the edge of the disk, the film 
thickness increased dramatically due to the partial hydraulic 
jump at the edge of the disk. As the flow rate increased, the 
height of the partial jump decreased because the liquid was 
supercritical for a longer distance across the disk. Unfor
tunately, the rotational speed could not be varied in the range 
of 0-55 rpm. 

The film thickness is presented in Figs. 6, 7, and 8 when the 
flow rate was varied from 7.0 to 15.01pm for rotational speeds 
of 100, 200, and 300 rpm, respectively. Again, the same trend 
is evident where the film thickness first increased due to fric
tional effects and then decreased due to the effect of cen
trifugal force. In comparing these figures, it can be seen that 
the radial location where the effect of centrifugal force 
dominated the flow moved toward the center of the disk as the 
rotational speed increased. This is shown further in Fig. 9 
where the flow rate was held constant at 11.01pm and the rota
tional speed was varied from 55 to 300 rpm. As the rotational 
speed increased the maximum thickness occurred closer to the 
center of the disk. Also shown in Fig. 9 is the supercritical 
region when the disk was stationary. It can be seen that the 
film thickness in the supercritical region was generally close to 
the case when the rotational speed was 55 rpm. The exception 
was near the downstream end of the supercritical region. Since 
the stationary film was not being acted upon by centrifugal 
forces, the film thickness continued to increase in this region 
because of the effect of friction. 

2 Flow Visualization. A photographic study was per
formed to determine the basic phenomena which occur when 
the disk was stationary and rotating. When the disk was sta
tionary, waves could be seen both in the subcritical and super
critical regions. The waves in the subcritical region had larger 
amplitudes than those in the supercritical region. At low flow 
rates, a toroidal "roller" was found at the hydraulic jump 
when the disk was stationary. At high flow rates, the roller 
flattened out until it could not be distinguished from the in
crease in the film thickness at the hydraulic jump. At high spin 
rates, waves appeared on the disk which ran nearly radially 
across the disk on top of a thin substrate of fluid. 

Tn Figs. 10(a) and 10(b), the disk was stationary and the 
flow rate was set to 7.0 1pm with a shutter speed of 1/1000 
second. In all of the photographs presented, the direction of 
the flow was from right to left and the direction of rotation 
was clockwise. The waves in the supercritical region are shown 
in Fig. 10(a). Near the collar the amplitudes of the waves were 
small, but were larger close to the hydraulic jump. The waves 
in the subcritical region can be seen in Fig. 10(b). These waves 
had a much larger amplitude than those in the supercritical 
region. This was verified when the liquid film height was 
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Fig. 10(c)
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Fig. 11(a)

could clearly be seen to be falling down toward the center of
the disk in the direction opposite to the main direction of the
flow. At lower flow rates, the velocity of the fluid within the
roller and the surface velocity of the. liquid fihll did not have
sufficient momentum to overcome the surface tension which
held the circular shape of the roller. As the flow rate and the
surface velocity of the supercritical liquid film increased, the
effect of the momentum of the liquid overcame that ()f surface
tension, which resulted in the change in the shapeofthe roller.
Also shown in Fig. 11 is a series of small concentric waves im
mediately upstream from the hydraulic jump. These concen
tric waves were present at flow rates between 4.0-15.0 lpm and
had larger amplitudes at higher flow rates.

Photographs of the rotating disk are given in Fig. 12 for a
flow rate of 7.0 Ipm and rotational speeds of 55, 100, and 200
rpm. The disk rotating with a speed of 55 rpm is shown in Fig.
12(a). The waves on the free surface appeared to be similar to
the waves found in the subcritical region on the stationary disk
with the same flow rate (see Fig. lO(b». Measurements of the
standard deviation from the mean film thickness, however,
showed that the amplitude of the waves were closer in height
to those in the supercritical region.

Two flow regions were found to exist on the rotating disk:
wavy-laminar and radial-wave flow. The transition from the
wavy-laminar flow to the radial-wave flow was visually ex
amined at 7.0 and 13.0 Ipm and is shown for 7.0 lpm in Fig.
12. The wavy-laminar flow was seen at lower rotational speeds
and the radial-wave flow occurred at higher rotational speeds.
The wavy-laminar flow is shown in Fig. 12(a) for 7.0 lpm and
55 rpm. In this regime, no recurring wave patterns were
distinguishable except the partial jump at the outer edge of the
disk. When the rotational rate was slowly changed from 55
rpm to 100 rpm for 7.0 lpm, the waves on the free surface
began to form a pattern which could be easily distinguished, as
shown in Fig. 12(b). Parts of the free surface broke free from
the wavy-laminar regime to form V-shaped waves that ran at a
diagonal angle between the radial and circumferential direc
tions opposite to the rotation of the disk. At the lower rota
tional speeds, these waves were present only at the outer edge
of the disk. As the rotational speed increased, the width of the
V-shaped waves decreased and the length increased until the
waves traversed the radius of the disk as shown in Fig. 12(c).

Surface waves on
supercritical region

Fig. 10(a)

Surface waves on
ubcritical region

Fig.l0(b)

measured with the capacitance sensor. Even though the actual
height of the waves could not be measured, the standard
deviations of the signals from the mean film thickness were
much larger in the subcritical region than in the supercritical
region.

The hydraulic jump is shown in Fig. lO(c) at a flow rate of
4.0 lpm. This photograph was taken with a shutter speed of
1/60 second. The hydraulic jump occurred approximately 30
mm from the collar. A toroidal roller was formed at the
hydraulic jump. At this flow rate, the cross section of the
roller was nearly circular. At higher flow rates, it was found
that the shape of the roller changed significantly. At flow rates
between 3.0-6.0 lpm, the roller had a nearly circular cross sec
tion as shown in Fig. ll(a). At flow rates between 7.0-8.0 lpm,
the cross section of the roller was oval in shape as shown in
Fig. 11(b). At flow rates between 9.0-15.0 lpm, the shape of
the roller was no longer distinguishable from the gradual in
crease in the film height, which is presented in Fig. 11(c). The
surface of the film at the hydraulic jump at this flow rate

Journal of Fluids Engineering MARCH 1991, Vol. 113/79

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 12(a)

Fig. 12

The radial-wave regime is shown in Fig. l2(c) at 7.0 lpm and
200 rpm. Several well-defined radial waves can be seen to flow
across the disk on top of a thin substrate and carry the bulk of
the fluid off of the disk. In Fig. l2(c), a radial wave was ex
iting the disk on the left-hand side in the center. Immediately
below this wave, very little fluid was leaving the disk where the
thin substrate was present. It can be seen in Fig. 12(c) that the
spacing between the radial waves increased with the radius
because of the increase in the flow area. The transition region
for 7.0 lpm was found to be 100-200 rpm. The transition
region for 13.0 lpm was approximately 150-200 rpm, which
was higher than that of 7.0 lpm.

Conclusions

The characteristics of a thin liquid film with a free surface
on a stationary and rotating horizontal disk have been ex
amined experimentally. The film thickness was measured at
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different flow rates and rotational speeds with a noncontact
capacitance technique. Also, the nature of the waves on the
free surface was determined photographically. When the
horizontal disk was stationary the thin film experienced a
hydraulic jump, at which the velocity decreased and the
thickness increased at a certain radial distan'ce. In the super
critical region upstream from the jump, the film thickness was
governed by the inertial and frictional forces on the fluid, as
well as the radial spreading of the fluid. Downstream from the
jump in the subcritical region, the film thickness was mainly
determined by the frictional forces and the surface tension of
the liquid. The liquid film thickness on the rotating disk was
affected by the inertial and frictional forces on the fluid near
the center of the disk, and by the centrifugal force near the
outer edge of the disk. The flow visualization study revealed
the presence of a roller at the hydraulic jump on the stationary
disk, whose shape changed with the flow rate. Also, the transi
tion between wavy-laminar flow to radial-wave flow was
observed on the rotating disk as the rotational speed was in
creased. The range of transition shifted to higher rotational
speeds as the flow rate increased.
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An Experimental Investigation of 
Butterfly Valve Performance 
Downstream of an Elbow1 

The results of an experimental investigation concerning the operating characteristics 
of a butterfly valve downstream of a mitered elbow are reported. Primary emphasis 
is given the influences of valve disk angle, valve/elbow spacing, and valve/elbow 
orientation on the dimensionless pressure drop, mass flow coefficient, and aero
dynamic torque coefficient characteristics of the valve. The results show that when 
the valve is located two pipe diameters downstream of the elbow, the performance 
characteristics are substantially affected by the relative valve/elbow orientation. 
However, at a spacing of eight diameters the effect of the elbow on the valve operating 
characteristics is small. 

Introduction 
Butterfly valves are found in countless piping configurations 

for a wide variety of applications. Many of these piping ge
ometries also have an influence on the operating characteristics 
of the included butterfly valve. A fundamental configuration 
is for a butterfly valve to be located in a straight section of 
pipe with no upstream or downstream influences on the valve 
performance due to the piping system. This basic geometry 
has been the focus of several investigations and is ideal for 
identifying the basic fluid dynamic mechanisms influencing 
butterfly valve operating characteristics. In fact, most inves
tigations of butterfly valve performance have been conducted 
in a straight section of pipe. A discussion of the findings for 
these investigations can be found in Morris (1987). Unfortu
nately, this basic geometry is rarely encountered in actual valve 
applications; as a result, investigations using specific valve/ 
piping geometries are necessary to better understand valve 
performance in more practical situations. 

A geometry that has received some attention recently is a 
valve/elbow combination. This geometry has been shown to 
strongly influence the performance characteristics of butterfly 
valves under certain conditions. The operating characteristics 
of several butterfly valve/elbow geometries are reported herein. 
A cursory view of a valve/elbow combination might indicate 
a relatively simple experimental plan with few parameters. 
However, the possible combinations of valve/elbow geometries 
are extensive. The elbow alone provides many possibilities since 
the elbow could range from a long radius to a short radius 
design. A 90 deg mitered elbow is an extreme limit for the 
short radius design and for this reason was chosen for this 
investigation. The butterfly valve could also be located either 

This work was conducted as unfunded independent research at the University 
of Illinois at Urbana-Champaign prior to the employment of M. J, Morris at 
McDonnell Douglas Research Laboratories. 
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upstream or downstream of the elbow with any relative spac
ing. Further, the valve could be rotated relative to the elbow 
with the valve shaft position ranging from being parallel to 
perpendicular to the plane of the elbow (Fig. 1). Finally, but
terfly valves with asymmetric disk geometries might be sensitive 
to which surface of the disk faces the elbow. 

Experimental Parameters 
This investigation focuses on the operating characteristics 

of three butterfly valve models over a range of operating con
ditions using air as the working fluid and featuring several key 
geometric parameters. The experiments were conducted over 
a range of back pressure-to-upstream stagnation pressure ra
tios, P2/P01, where compressibility was a factor. The pipe 
Reynolds numbers for this range of operating conditions were 
approximately 3 x 104 to 7 x 105. In addition, the valve disk 
angles were positioned in a range from 0 deg (fully open) to 
70 deg (nearly closed). Operating characteristics of interest 
were: the dimensionless static pressure drop, (Pi~P2)/P\, the 
mass flowrate capacity, reported as a flow coefficient defined 
as the ratio of the actual-to-ideal mass flowrate, Cf= vfactua|/ 
Wideai.2 and the aerodynamic torque, reported as a dimension
less torque coefficient, CT=T/D3(Pi~P2), where T is the 
aerodynamic torque and D is the nominal valve diameter. 

Initially, a set of experiments was conducted to identify the 
baseline operating characteristics of these valve models in a 
straight section of pipe. During these experiments, straight 
sections of pipe twenty diameters long were located upstream 
and downstream of the valve models. The static and stagnation 
pressure levels were measured at locations ten diameters up
stream and downstream of the valve models using CEC strain 
gauge pressure transducers. Both the torque and the mass 
flowrate were measured for a broad range of valve angles and 
operating pressure ratios. 

^ideai is the ideal mass flowrate through a converging nozzle with the same 
nominal diameter and operating under the same pressure ratio conditions as the 
test valve. 
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Fig. 1 The three valve orientations relative to the upstream mitered 
elbow 

The baseline experiments were followed by a series of ex
periments at similar operating conditions that included a mit
ered elbow/butterfly valve combination. A 90 deg mitered 
elbow was chosen because it was expected to impose the most 
severe influence on the operating characteristics of the valves. 
In all cases of this investigation, the butterfly valves were 
located downstream of the mitered elbow with the valve shaft 
located on the upstream side of the valve disk (Fig. 1). The 
valves and the elbow were spaced at distances of two, four, 
and eight pipe diameters. For these experiments the elbow was 
preceded by and the test valve was followed by a long section 
of straight pipe (>20D). The approach static and stagnation 
pressure levels were measured ten diameters upstream of the 
mitered elbow. 

In addition to the valve/elbow spacing, these experiments 
included the additional parameter of valve/elbow orientation. 
The experiments were conducted for three such orientations 
(see Fig. 1). In the first (Orientation A), the valve shaft was 
perpendicular to the plane of the elbow and the valve closed 

Fig. 2 Schematic of the experimental test section 

with the leading edge of the valve disk moving towards the 
outer wall of the elbow. In contrast, the valve shaft was per
pendicular to the plane of the elbow and the valve closed with 
the leading edge of the valve disk moving towards the inner 
wall of the elbow in the second orientation (Orientation B). 
Lastly, the valve shaft was parallel to the plane of the elbow 
for the third orientation (Orientation C). 

The three butterfly valve models used during the experiments 
had flat plate valve disks nominally 76.2 mm in diameter, each 
with different valve disk thicknesses (t/D = 0.09, 0.11, and 
0.13). The model with the largest thickness-to-diameter ratio 
will be the principal focus of this paper with additional ref
erences to the other models. A schematic of the experimental 
setup is shown in Fig. 2. The valve model was equipped with 
a Lebow torque transducer to measure the aerodynamic torque. 
In addition, the mass flowrate through the model was measured 
using an ASME orifice plate in conjunction with strain gauge 
pressure transducers. A control valve was used to set the up
stream stagnation pressure, P0i- A second control valve was 
located downstream of the test valve and was used to adjust 
the downstream static pressure, P2. The data were collected 
using a digital data acquisition system and stored on a computer 
for reduction and analysis. 

Experimental Results 
The operating characteristics of a butterfly valve, such as 

mass flowrate, pressure drop, and aerodynamic torque, are 
dependent upon the local flowfield through the valve. This 
flowfield and the operating characteristics of butterfly valves 
located in straight sections of pipe have been discussed in detail 
by the authors (Addy et al., 1985; Morris, 1987; Morris and 
Dutton, 1989a, 1989b; Morris et al., 1986, 1987) as well as 
others. The flowfield has been shown to be very complex for 
even this basic application and, in addition, the flowfield and 
the related operating characteristics have been shown to be 
strongly influenced by separation and reattachment phenom
ena. Compressibility effects were also shown to be significant 
for relatively high operating pressure ratios, P2/P(n- These 
effects include phenomena associated with supersonic veloci-

Nomenclature 

Cf = dimensionless mass flow coef
ficient 

CT = dimensionless torque coeffi
cient 

D - nominal valve disk diameter 
P = pressure 

Por = pressure at the ASME orifice 
/ = valve disk thickness 
T = aerodynamic torque 

w = mass flowrate 
a = valve disk angle (0 deg is fully 

open) 
APor = differential pressure across 

the ASME standard measure
ment section 

Subscripts 
0 = stagnation properties of the 

air supply 

01 = stagnation properties up
stream of the test section 

02 = stagnation properties down
stream of the test section 

1 = static properties upstream of 
the test section 

2 = static properties downstream 
of the test section 
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Fig. 3 Typical results from a water table Investigation of a butterfly
valve/mitered elbow Interaction

ties such as choking, both steady and unsteady shock waves,
and expansion waves.

The flowfield of a 90 deg mitered elbow/butterfly valve
combination is similarly complex and will exhibit similar com
pressible phenomena. In addition, the influence of the elbow
is expected to futher complicate the flowfield and thereby
modify the operating characteristics. A water table simulation
of a butterfly valve/mitered elbow geometry by Coers (1983)
qualitatively characterized the flowfield. The results of this
investigation show a separated flow region beginning at the
inside radius of the elbow and extending to the valve model.
A region of high velocity flow (and high mass flux) also results
as the flow accelerates from the separation point towards the
outer wall of the channel through an aerodynamic minimum
of the flowfield cross section. Typical results from Coers (1983)
are shown in Fig. 3 (used with permission); the upper two
photos are for two different valve orientations at a valve/elbow
spacing of 1.5 diameters while the lower photo is for a spacing
of five diameters. The flow direction is from the bottom of
each photograph to the right edge. In all cases, the separation
region can be seen to extend downstream of the elbow and to
consume a large part of the channel cross-section. The actual
size and shape of the separated flow region is dependent upon
the operating conditions and the specific geometry. For the
cases considered in Coers (1983) (valve/elbow spacings up to
five diameters), the separated and nonuniform flowfield of the
elbow interacts strongly with the butterfly valve disk.

The operating characteristics of the valve models down-

Fig. 4 Operating pressure ratio as a function of valve disk angle for all
valve/elbow orientations and spacings and a stagnation pressure of Po,
= 35 psia (Uncertainty in P2/Po, = ± 1 percent and in '" = ± 1 deg)

stream of the elbow have qualitative trends that are similar to
those of butterfly valves in a straight section of pipe (Addy et
aI., 1985; Morris, 1987; Morris and Dutton, 1989a, 1989b;
Morris et aI., 1987). For a fixed valve/elbow spacing and
orientation, the capacity of the valve, as determined by the
flow coefficient, decreases monotonically as the valve disk
angle approaches a fully closed position. A peak aerodynamic
torque coefficient can also be identified at an intermediate
valve disk angle and, as the valve disk approaches a fully closed
position, the aerodynamic torque is significantly reduced.
However, the relative magnitude of these characteristics is
dependent upon both the orientation and the spacing between
the valve and the elbow. Further, the aerodynamic torque on
a butterfly valve at small valve angles is strongly dependent
upon the local geometry.

The minimum level of the static pressure downstream of the
test section, Pz, was limited by the capacity of the downstream
control valve and the adjacent exhaust elbow. This influence
caused the operating pressure ratio, Pz/POl> to vary with the
valve disk angle. The operating pressure ratio for all of the
valve/elbow results that follow are shown in Fig. 4. These
conditions are seen to be consistent for all valve orientations
and spacings. The results from the base case experiments, a
single valve in a straight section of pipe, were chosen to match
these operating conditions. As a result, any variation in the
operating characteristics of the valve can be attributed to the
valve/elbow interaction.

The dimensionless static pressure drop across the valve/
elbow combination is shown in Figs. 5(a), 5(b), and 5(C).
The pressure drop is primarily a function of the operating
pressure ratio and the valve disk angle. The results for each
of the orientations and valve/elbow spacings are the same as
for the base case results. This finding indicates that the losses
associated with the valve domin.ate the overall static pressure
losses of the valve/elbow combination. As expected, the pres
sure drop is small for the cases with small valve disk angles
and is large (a decrease in the static pressure recovery) for large
valve disk angles. Decreasing the operating pressure ratio, Pz/
POI, resulted in a decrease in the static pressure recovery. De
creasing the valve disk thickness resulted in improved static
pressure recovery at small valve disk angles, but similar re
covery at large valve disk angles.

As might be expected, the mass flow capacity of the butterfly
valve for a valve/elbow combination is less than that for a
butterfly valve in a straight section of pipe for corresponding
operating conditions due to the additional losses introduced
by the elbow. Figures 6(a), 6(b), and 6(c) show the flow coef
ficient for the thickest disk model, t/D=O.13, positioned in
Orientations A, B, and C, respectively. The capacity is reduced
approximately 12 percent from the base case experiments for
the small (nearly open) valve disk angles and with the valve
positioned in Orientation A. As the valve disk angle approaches
a closed positioned for this orientation, the mass flow capacity
approaches that of the straight pipe case. For Orientation A,
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the spacing between the valve and elbow also does not appear 
to influence the capacity of the valve, since the results for all 
three spacings collapse on a single curve. However, Orienta
tions B and C exhibit a substantially reduced mass flow capacity 
(approximately 38 percent) at small valve disk angles for a 
valve/elbow spacing of two diameters as compared to the base
line straight pipe case. This reduced capacity is likely to result 
from an increase in blockage in the high velocity field asso
ciated with the separated flow region originating at the inner 
radius of the mitered elbow. This effect can be seen quanti
tatively in the water table visualizations of Fig. 3. For the 
larger valve disk angles and at a spacing of two diameters, the 
flow coefficient results for these orientations approach those 
of the baseline case. For the experiments with a valve/elbow 
spacing of four and eight diameters, the flow capacity of the 
models is essentially independent of both spacing and the rel
ative valve/elbow orientation. Finally, the noted differences 
in the mass flow characteristics between the orientations is less 
pronounced for the thinner valve disk models as compared to 
the thick disk case, t/D = 0A3, just discussed. 

At small valve disk angles, the aerodynamic torque is strongly 
influenced by both the valve/elbow spacing and the relative 
valve orientation. In contrast, at large valve disk angles the 
aerodynamic torque is insensitive to both. Unfortunately, the 
definition of the torque coefficient prevents a direct compar
ison between the baseline straight pipe and elbow experiments. 
For the valve/elbow experiments, the static pressure measure
ment upstream of the valve is also upstream of the elbow. As 
a result, the pressure drop due to the loss mechanisms asso
ciated with the elbow is also included in the calculation of the 
torque coefficient, thereby causing an artificial reduction in 
the torque coefficient. However, for a valve/elbow spacing of 
eight diameters, the torque coefficient is virtually independent 
of the valve orientation, which is an indication that the influ
ence of the upstream elbow has diminished. Based on this 
argument, the aerodynamic torque results for a valve/elbow 
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spacing of eight diameters are used as a basis for relative 
comparison with the two and four diameter spacings. 
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The aerodynamic torque coefficient results for valve/elbow 
orientations A, B, and C are shown in Figs. 7(a), lib), and 
7(c), respectively, for the thickest disk model, t/D = 0.13. At 
large valve angles (nearing a closed position), the aerodynamic 
torque on the valve disk is not influenced by the valve/elbow 
spacing or orientation. As has been shown previously by the 
authors (Morris, 1987; Morris and Dutton, 1989a, 1989b), the 
flowfield upstream of the valve disk for similar operating con
ditions in a straight section of pipe is near the upstream stag
nation state. As a result, the flow through the elbow would 
have relatively low velocities' which, in turn, would minimize 
the losses related to the elbow. Similarly, for a valve/elbow 
spacing of eight diameters, the torque is not strongly influenced 
by the elbow and is comparable to that of the straight pipe 
case. However, for the spacings of two and four diameters 
and valve angles less than that of the peak torque, the influence 
of the elbow is significant. 

The torque coefficient for orientation A is shown in Fig. 
7(a). In the fully open position and for a valve/elbow spacing 
of two diameters, the effect of the elbow is to reverse the 
direction of the aerodynamic torque (i.e., a small negative 
value). Torque reversal is typically an undesirable operating 
condition and is often avoided in valve applications. The effect 
of the elbow is also detected at a spacing of four diameters 
near the fully open position. For this condition, the torque 
coefficient is approximately 50 percent of that for the eight 
diameter spacing and is positive, i.e., in the direction of closure. 
Finally, as noted above, the influence of the elbow for this 
orientation and a spacing of eight diameters is negligible. 

For orientation B (Fig. 1(b)), the valve opens in a direction 
opposite to that of orientation A. As a result, the influence 
of the elbow on the aerodynamic torque is reversed, with the 
aerodynamic closing torque on the valve disk being increased 
for small valve disk angles. Similar to the previous results, for 
disk angles greater than the peak torque angle the influence 
of the valve/elbow spacing on the torque is negligible. The 
influence of the elbow is also negligible for a spacing of eight 
diameters at all valve disk angles. In a fully open position and 
at a spacing of two diameters, however, the closing torque is 
increased by 100 percent as compared to that for the eight 
diameter spacing. In situations where valve closure is essential, 
this valve/elbow orientation might therefore be desirable. 

Unlike orientations A and B, the valve/elbow spacing ap
pears to have little effect on the aerodynamic torque at any 
disk angle for orientation C. At all valve disk angles, the 
aerodynamic torque is similar to that of the straight pipe case. 
For this orientation, the valve shaft is in the plane of the elbow. 
As a result, the separated flow region originating at the inside 
radius of the elbow (and also the high velocity flow region 
near the outer radius) would be exposed to both faces of the 
valve disk, thereby negating any force imbalance across the 
disk related to the elbow separation. 

For the thinner disk models the variations of the aerody
namic torque coefficient with valve disk angle, valve/elbow 
spacing, and valve/elbow orientation are qualitatively similar 
to those for the t/D = 0.13 case just presented. One noticeable 
difference is that much larger negative torques (i.e., opening 
torques) are measured for the thinner disks near fully open 
conditions at a two diameter spacing for Orientation A. 

Conclusions 
Valve/elbow interactions can dramatically change the op

erating characteristics of a butterfly valve. When the valve is 
positioned two diameters downstream of the elbow, the per
formance characteristics are sensitive to the relative valve/ 
elbow orientation. However, with a spacing of eight diameters 
the influence of the elbow on the valve operating characteristics 
is small. The mass flow capacity of the valve/elbow combi
nation is in all cases less than that of a valve in a straight 
section of pipe. This reduction in capacity can be minimized 
by rotating the valve relative to the elbow, e.g., Orientation 
A. The aerodynamic torque is particularly sensitive to the 
influence of an upstream elbow for small valve disk angles and 
small valve/elbow spacings. The torque is also sensitive to 
valve/elbow orientation in these cases resulting in an ampli
fication of the closing torque for one orientation (B) and a 
reversal of the torque for a second orientation (A). By un
derstanding the influences of the local flowfield for a particular 
valve/elbow geometry, the valve performance characteristics 
could possibly by optimized for a given application by im
proving the mass flow capacity and/or by modifying the ar-
eodynamic torque on the valve disk. 
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Viscosity Flow Correction for 
Small Control Valve Trim 
A valve sizing method is developed to permit the correct selection of the size of small 
flow control valve trim handling minute flowing quantities. Most valves such as 
these operate primarily in laminar or transitional flow regimes, with either gaseous 
or liquid fluids, due to the geometries involved. The proposed sizing method can be 
combined with existing turbulent flow equations by the establishment of a valve 
style modifier Fd which describes the correct relationship between the hydraulic 
diameter and the equivalent single orifice diameter of a specific valve trim, thereby 
permitting calculation of the correct Reynolds number for a given flow condition. 
Finally, a correction factor FR is used which permits necessary flow corrections 
when used in connection with the correct valve Reynolds number. This method ap
pears to be reasonably accurate and validated to the extent that the experimental 
data permit. 

Introduction 
Control valves that rely on narrow gaps between the closure 

member and the valve orifice in order to reduce the flow 
capacity, quite often operate with low Reynolds number and, 
therefore, in the laminar flow regime. Present Instrument 
Society of America or International Electrotechnical Commis
sion valve sizing equations have a viscosity correction for
mula; however, available experimental data indicate that the 
desired level of accuracy is not adequate. Additionally, these 
equations cover only the liquid portion of the sizing spectrum, 
yet many small flow valves with Cv ranges from 0.1 to 
1 x 10 "6 do quite often operate in the laminar regime with 
gaseous flow media at moderate pressure drops. Finally, it 
should be recognized that C„ numbers published by small flow 
valve manufacturers usually do not fit the traditional defini
tion for a Cv flow coefficient obtained from a turbulent flow 
test. 

This paper attempts to clarify the issue and to establish 
meaningful sizing rules, including establishment of Fd valve 
style modifiers for small trim that eliminate the present poten
tial for erroneous valve sizing that can reach errors of up to 
5000 percent. 

Present Sizing Equations 

Control valves are now nearly universally sized with the aid 
of equations published in the Instrument Society of America 
Standard S75.01 [1] or the equivalent equations in IEC Stan
dard Publication 534-2 [2]. 

Since control valves quite often handle viscous liquids, a 
correction factor FR is employed to account for the apparent 
loss in flow capacity of a valve (see equations (9) and (10) of 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS for presentation at the Joint ASME-JSME Fluids 
Engineering Conference, Portland, Oregon, June 24-26, 1991. Manuscript 
received by the Fluids Engineering Division, March 1990. 

reference [1]). The Reynolds number correction factor, FR, 
states the fraction of flow passing a valve with a highly viscous 
fluid and resultant low Reynolds number over the flow of 
water at turbulent flow conditions. 

The published ISA Correction Curve (Fig. 1 in reference [1]) 
was based on published test data by G. Stiles [3] and measured 
with single and double-seated globe valves in sizes 1/2 to 2 in. 
In a recent paper by J. A. George [4], it was stated that the 
ISA curves for FR do not apply for small flow trim (C„ below 
0.012). As a matter of fact, the curves missed by a factor of 
more than 2:1! A similar nonconformity was found by L. 
Marcadet [5] in France. 
There are two possible explanations for this discrepancy: 

1) Stiles did not account correctly for the effects of the 
valve style modifier Fd which the ISA Standard S75.01 simply 
defines as "valve style modifier," and which I define as the 
ratio of the hydraulic diameter to the equivalent circular 
orifice diameter of the total flow area of a given valve trim 
(for more details see below). Stiles' Reynolds number calcula
tions are based on an Fd factor of 1 (except for a double-
seated valve where he used 0.71), when in fact his trims had 
Fd's

l of between 0.2 and 0.5. 
2) It should be expected that a valve with an orifice 

diameter equal or close to the valve body bore should have dif
ferent head losses caused by laminar friction than a small trim 
valve where the equivalent orifice diameter (D0) is at least one 
order of magnitude smaller than the body bore. Here the head 
losses, caused by body wall friction, become negligible in rela
tionship to those experienced by the trim. 

Finally, the ISA sizing equation makes no corrections for 
laminar flow conditions with gases, a condition practically 
never encountered with conventional process control valves, 
but quite often found with small laboratory valves. 

As defined herein and as calculated by the author. 
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A = (doJn/4) - (di>T/4) A = sin(a/2)h (d, + di)0.5Tt A = do«h 

CM = 4A/(do + d i V C« = 4A/(d« + di>7i ft = 4A/(2d*TT) 

A = S W/2* 

Eh = 4A/[(2S) + W] 

Fig. 1 Various small flow trim configurations with their respective flow 
area and hydraulic diameter calculations 

On the other hand, it would be beneficial if the current ISA 
equation could be extended to cover low flow trim. Hence, the 
need for a method to calculate Fd and FR, and mainly to 
redefine Fd. 

The Valve Style Modifier, Fd 

In order to calculate the correct Reynolds number under a 
given flow condition, the hydraulic diameter of a given valve 
plug or trim must be used. 

As defined herein: 

Dn 
(1) 

Use of the Fd factor now enables the conversion of the more 
familiar orifice diameter D0 into the correct hydraulic 
diameter DH. 

Neglecting the "Velocity of Approach," due to the large 
body section, the valve Reynolds number (Re„) can be 
calculated (from reference [1], equation (11)) 

Re„ = 
76000 Fd q 

based on the familiar relationship, 

D V 
R= 

(2) 

(3) 

The constant 76000 gpm°V(psi0-25 inch), taken from 
Reference [1], includes a conversion from Cv

m and FL
V1 to 

an equivalent circular orifice (D0) and a unit conversion. 
The well-established equation for the hydraulic diameter 

DHis: 

4A (Flow Area) 
H Wetted Circumference 

Figure 1 shows a number of small flow trim configurations 
and their corresponding equations for their respective A and 
DH calculations. 

D0 — The equivalent orifice diameter 

= (4 /4 /TT) 1 / 2 (5) 

Having thus found from equation (1) (or obtained from a 
manufacturer's catalog), the applicable Fd factor, one can 
now calculate the Reynolds number of the trim for liquids as 
well as for gases (equation (2)). 

The Reynolds Number Factor, FR 

The friction factor,/, in the laminar regime is given [6] as, 

/ = 
6 4 

~Re7 
(6) 

and the equivalent L/D factor for a 0.4 in. inside diameter 
pipe and A" of 1 is =33 from reference [6]. This is the smallest 
pipe data published, but it may serve as a useful reference 
point. The velocity head loss coefficient K was chosen as 1.0 
since all air flow tests under assumed fully turbulent flow con
ditions established a pressure recovery factor FL of essentially 
1.0, thus indicating total velocity head loss. This is under
standable in view of the fact that the ratio between the flow 
areas of the body cavities and the flow area of the trim is 
above 60:1. 

Solving for Re„ = 64x33=2112 at # = 1, i .e . ,F^ = l (fully 
turbulent), which is close to the generally accepted turbulent 
flow inception at Re„ = 2000. We also know from reference [1] 
that FR varies as the square root of Re„. Thus, we can con
struct the fully laminar portion of the FR correction curve as 
shown in Fig. 2 having its origin at Re„ 2100; hence, 

i>=VR e i / 2100 . (F R max. = l). (7) 

However, there is no sudden change from turbulent to 
laminar flow, and instead, we encounter a transition zone 
following my suggested empirical relationship: 

FR = 
Re, 
1000 

(8) 

Where: n = 1 + log(Re„). 

The transition from equation (7) to equation (8) occurs at 
Re„ = 130. 

The resultant curve shown in Fig. 2 agrees well, within a few 
percent, with the average test data taken by J. A. George [4] 
on a number of tapered, cylindrical plugs with turbulent C„'s 
ranging from 0.0008 to 0.012, and it produces slightly more 
conservative FR values. 

The FR factor can now be used to correct laminar or transi
tional flow by simply dividing the calculated C„ (using the 
standard turbulent flow ISA equations for gas and liquid) by 
FR. This gives the required flow coefficient (C„) that a valve 
must have in order to pass the desired flowing quantity. 

Experimental Results 

Very commendable work has been performed by J. A. 
George [4], particularly in bringing attention to this sizing 
problem. However, it was necessary to verify the recom
mended FR curve with other than tapered needle type trim 
styles in order to prove their universal applicability. 

To this end, a number of tests with air, nitrogen gas, and 
water were conducted with commercial valves having trim 
styles corresponding to types c. and d. in Fig. 1. 

The first step was to establish the turbulent C„ or flow coef
ficient of a given test specimen. This was done with air, or in 
case of C„'s below 0.005, with high pressure N2-gas. The 
criterion for establishing that fully turbulent flow existed, was 
no increase in flow by more than 5 percent with a constant in-

Nomenclature 

A = assumed flow area 
Cv = turbulent valve flow coeffi

cient, gpm/psi1/2 

D = diameter 
DH = hydraulic diameter of flow 

area 
Fd = valve style modifier, DH/D0 

equivalent orifice diameter of K 
flow area q 
plug diameter R 
orifice diameter Re„ 
liquid pressure recovery fac- V 
toiAPi-Pi/Pi-Po)05 v 

FR = valve Reynolds number factor 

D0 = 

d, = 
d0 = 
F, = 

velocity head loss coefficient 
flow rate in m3 /h 
Reynolds number 
valve Reynolds number 
velocity 
kinematic viscosity (cen-
tistokes), 10~6 m2 /s 
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Valve Reynolds Number 

Fig. 2 Valve Reynolds number factors for valve trim having C„ 
numbers of 0.1 and below 
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Fig. 4 Comparison between predicted and tested water flow under 
laminar and transitional flow conditions. Same valve as Fig. 3 at a 
C , = 0.037, and Fd = 0.29. 

choked £low for C 0.0039 
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(P, " PJ/ Pt 
3 Comparison of choked versus nonchoked air flow in a valve hav-
a narrow, parallel flow path with a 0.063 in. orifice diameter, 

= 0.039 and Fd = 0.10 

let pressure and measured between a pressure drop ratio 
X=AP/Pt of 0.5 and 0.8 using criteria in reference [8]. Thus, 
the onset of choked flow and resultant constant flow rate was 
taken as evidence of fully turbulent flow. It is important to 
achieve a Reynolds number Re„ of at least 5000 in order to ob
tain a reasonably certain turbulent C„ number under choked 
flow conditions. This will require the use of a sufficiently high 
air inlet pressure, at 20°C, determined as follows: 

Pimin.=1/(CvFL)°-5Fd (kPa), (9) 
but no less than 200 kPa absolute. (The units of the constant 
"7" are gpm°-5.kg/(psi°'25«m«s2). 

The data in Fig. 3 may exemplify the difference between tur
bulent and finally choked flow (onset of sonic velocity) at 
pressure ratios exceeding 0.5, which limits further flow in
crease. Here the test data for P, = 780 kPa show a flow in
crease of only 3.4 percent above X=0.5. With lowering inlet 
pressure and the resultant lower Reynolds number, a different 
pattern emerges. Here the flow rate is not only substantially 
below that predicted by the turbulent equations, but also 
shows no sign of choking. The test data with Px = 508 kPa still 
exhibit a flow increase of 11 percent above ^=0 .5 , which in
dicates laminar or transitional flow. 

Having established the turbulent C„, additional tests were 
conducted with lower flow rates with both air and water. The 

280 350 420 

• P1 - P2 ( k Pa) 

Fig. 5 Air flow of V-notched plug assuming fully turbulent (upper 
curve) or laminar/transitional flow (lower curve), C, = 2.5x10 ~ 5 , 
F d =0.7 

corresponding Reynolds numbers were calculated using the 
measured flow rate, and a comparison was made between the 
flow from the experiment and the flow predicted using the C„ 
value established from the choked flow test outlined above 
and modified by FR using the FR values calculated from equa
tions (7) or (8). The data in Fig. 3 show a typical prediction ac
curacy of within 3 percent using the FR correction from Fig. 2. 
However, omitting FR would have resulted in an undersizing 
of the valve by about 35 to 55 percent. With the exception of 
the data shown in Fig. 6, all test data indicated average predic
tion accuracies of within + / - 5 percent using the FR curve in 
Fig. 2. 

The prediction accuracy generally tends to improve with in
crease in valve C„ as exemplified by the test data in Fig. 4. 
Despite the tendency for a lowering of FR values with lowering 
of flow coefficients from reference [7], I believe that the ac
curacy level is sufficient if one uses a combined FR curve for 
all C„ values of 0.1 and below as proposed in Fig. 2. 

Another element of inaccuracy may be caused by the dif
ficulties in measuring extremely small flow rates of liquids. 
For example, while an air test with a V-notch plug in Fig. 5 
shows very good agreement between experimental and 
predicted flow, errors of about 100 percent did show up when 
the same valve was subjected to a flow test with water (see Fig. 
6). However, as one can see from the scattering of test points, 
the measurement of a flow rate of only a few cubic centimeters 
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Fig. 6 Water test on plug of Fig. 5 shows significant error in predicted 
laminar flow rate, possibly due to gas entrainment 
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Fig. 7 Comparison of air flow assuming turbulent flow (upper curve) 
versus laminar and transitional flow (lower curve), C, = 0.009, Fd = 0.20 

per hour (3 cmVhr equals only about 7 US gallons per year!) 
was difficult, and a portion of the flow may not be accounted 
for due to evaporation or gas entrainment. Nevertheless, at 
the low Reynolds number of 7.6, standard sizing equations 
would have predicted a flow rate about 17 times higher than 
measured! Or, to put it in other terms, using the present sizing 
method, a Cv value of 7.5 x 10"7 would have been measured 
at 200 kPa AP instead of the actual 2.5 x 10"5. 

Conclusion 

The available test data confirm that it is possible to predict 
low flow valve capacity with the aid of a single correction fac
tor (FR), proposed in this paper and calculated with the 
manufacturers' published Fd, FL, and Cv factors. This can be 
done with reasonable accuracy and by using established valve 
sizing equations published by ISA and others. However, in 
order to be effective, manufacturers of low flow valves have to 
redefine the published flow capacity of their valves in strict 
adherence to Cv measurement in the turbulent regime instead 
of by the current practice of defining the C„ arbitrarily, at say, 
100 psi pressure drop with air. This means that there may be 
no more valve trims having published C„'s of less than 
1 x 10~5! In addition, the Fd factor of each valve trim has to 
be established either by test or by calculation as indicated in 
this paper. 

All testing so far has been limited to Cv values below 0.1, 
and the conclusions presented here may not be applicable for 
different sizes and types of valve trim. 

As this and other data from reference [7] indicate, laminar 
flow is encountered at much higher pressure differentials than 
anticipated, even with gaseous fluids, leading to serious sizing 

errors if not accounted for. However, laminar flow in itself is 
quite a positive phenomenon. If properly applied in flat seat 
and diaphragm designs, it can vary the flow rate to the third 
power of valve travel [9], thereby achieving more than 1000:1 
flow rangeability at a constant pressure drop. Additionally, 
laminar flow cannot create cavitation damage to a valve trim 
even at high pressure drops. Finally, as the test data show, 
laminar flow, with the associated high friction losses, enables 
us to control much smaller flow rates than typical minimum 
clearances would otherwise allow, due to machining tolerances 
between the plug and seat ring. 
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Suction Reverse Flow in an Axial-
Flow Pump 

Experiments are carried out to determine the effects of different inlet geometries on 
the onset of suction recirculation and its associated power consumption in an axial-
flow pump. The critical flow rate is determined by both the "string" visual tech
nique and "pressure" method. The results are correlated with the inlet area and flow 
velocity distribution upstream of the impeller. Four different conical covers 
matching the impeller leading edge are employed to cover the impeller inlet com
pletely or partially. Covering the inlet area reduces the critical flowrate correspon
ding to the onset of suction recirculation and eliminates all recirculation at higher 
flowrates. The power consumption associated with the suction recirculation flow for 
the uncovered impeller is determined by comparing the shaft powers with and 
without inlet covers. At the shut-off condition, the power is estimated from a com
parison with the shaft power measured with the impeller inlet completely covered. 
Experimental studies conclude that the power consumption due to suction recircula
tion is mainly controlled by the impeller inlet area and is insensitive to the inlet pipe 
configuration. At shut-off condition, the power coefficient correlates well with the 
parameter based on the hydraulic radius of inlet area. At a finite through flowrate 
the analytical model recommended by Tuzson (1983) is adequate, except for a pro
portionality coefficient determined from the test data. 

1 Introduction 
Flow recirculation is a common phenomenon at suction and 

discharge regions of the impeller of both axial-flow and cen
trifugal pumps. Problems associated with suction recircula
tion in these pumps include: 

1) erosion of the vane at the impeller inlet 
2) surging in the suction pipe, and 
3) premature cavitation at reduced flowrate. 
If a pump is operated under the suction recirculation condi

tion, part of the energy produced by the impeller is carried 
back and dissipated in the suction pipe. 

Both Schweiger (1976) and Murakami and Heya (1966) have 
noticed a decrease in the shaft power consumption, with the 
elimination of backflow, when they tested the improved 
pumps with corresponding delayed onset of backflow. A series 
of studies on flow recirculation in axial-flow pumps have been 
carried out by Toyokura (1961). 

In an axial-flow pump, the recirculation flow can be so 
severe that excessive power can make the maximum brake 
horsepower occur at the shut-off condition. In some pump ap
plications, the maximum brake horsepower is a primary 
design consideration; hence a study on the power consumption 
due to recirculation in an axial-flow pump is warranted. In 
this study, the onset of suction recirculation and the associated 
power consumptions of an axial-flow pump is determined ex-

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENOINERINO. Manusrcipt received by the Fluids Engineering Divi
sion July 27, 1989. 

perimentally, and the results are correlated with the ap
propriate nondimensional parameters. 

At the onset of suction recirculation, flow prerotation takes 
place; hence higher static pressure can be detected at the inlet 
pipe wall immediately upstream of the impeller. Both a visual 
observation and the sudden increase of suction pressure can be 
used to determine the critical flowrate when suction recircula
tion starts. 

2 Experimental Apparatus 

A schematic diagram of the test loop is shown in Fig. 1. The 
test pump is equipped with an axial-flow impeller shown 
schematically in Fig. 2. It is a special patented-pump (Cooper, 
1973), designed originally as an aircraft fuel pump, manufac
tured by TRW, Inc. The impeller has three blades, with the 
blade element inclined 45 degrees with respect to the axis at the 
leading edge, and gradually changing to be perpendicular to 
the axis at the trailing edge. The specific speed is estimated to 
be 2.55 in nondimensional quantity (or 7000 rpm 
(gpm1/2/(ft)3/4 in conventional dimensional units). The im
peller and the electrical motor are integrated into a single unit. 
Aboard the aircraft, the whole unit is submerged in the fuel 
tank and no additional coolant and lubricant are required for 
the motor. In the laboratory set-up shown in Figs. 1 and 2, a 
separate cooling/lubricating system is provided since water is 
used as the test fluid medium. 

The pump through flowrate is determined from the pressure 
drop across an orifice plate. Pump inlet and outlet pressures 
are monitored with pressure transducers. Two transparent 
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Fig. 1 Experimental apparatus 
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Fig. 2 Test pump with modifications for motor oil lubrication 

plexiglass pipes are installed at pump suction and discharge to 
provide visual observation of the water flow. 

The electrical motor is of an induction type; its rotating 
speed varies with the frequency of the a-c electrical power. An 
a-c generator with two sets of pulleys, driven at two different 
speeds, is used to generate the two a-c frequencies needed to 
drive the test pump at two rotating speeds around 5600 rpm 
and 3800 rpm (to be identified as high- and low-speed pump 
operations in the present study). 

Since the impeller and the motor are integrated into a single 
unit, the electrical input power is monitored with wattmeters 
and then converted to the shaft power through a motor 

calibration curve which is provided by the manufacturer. The 
actual speed is also obtained from the motor calibration curve 
relating the impeller rotational speed and the electrical input 
power. To obtain consistent data, the motor is cooled and 
maintained at constant temperature during the tests. 

The straight pipe with conical guide vane and the U-pipe 
shown in Fig. 3 are installed to test their effects on the onset of 
suction recirculation and the associated power consumption. 

3 Experimental Studies 

3.1 Critical Flowrate Determination. Flow recirculation 

A 
d 
n 

p 
x av 

Pf 
Pr 

Q 
Go 
Qri 

= impeller inlet area 
= suction pipe inside diameter 
= exponent 
= average circumferential 

pressure on any suction test 
section 

= reference suction pressure 
= power consumption due to 

suction recirculation 
= pump flowrate 
= design flowrate 
= sectional critical flowrate 

Qrr 
Re 

r 
rc 

rh 

r\ 
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= pump critical flowrate 
= Reynolds number 
= radius variable 
= characteristic radius 
= hydraulic radius of impeller 

inlet open area 
= inner radius of impeller inlet 

open area 
= outer radius of impeller inlet 

open area 
= wetted perimeter of impeller 

inlet 

V 
P 
CO 

V-

<t> 
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average flow velocity 
fluid density 
impeller rotating speed 
dynamic viscosity of fluid 
flow coefficient 
power coefficient due to suc
tion recirculation at shutoff 
nondimensional parameters 
relevant to critical flowrate 
power coefficient due to suc
tion recirculation at finite 
through flowrate 
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has been studied by numerous investigators, but only a few of 
them have actually determined the critical flowrate, Qcr at 
which the reverse flow is initiated. Visual observation of string 
motions, velocity and pressure measurement techniques have 
been proven to be the effective ways to determine this crucial 
point. 

In the "string" method, a set of nylon strings are installed 
in the clear plexiglass pipe so that they extend into the flow 
region. As the flowrate is gradually decreased the strings start 
to reverse from their normal flow direction, and the point 
where the reversal occurs is called the "critical flowrate." In 
the "string" method the strings are placed circumferentially at 
three different upstream test sections, as shown in Fig. 4, 
closest to the pump being designated as the "first section." 
When the flow reversal is observed at this section it is referred 
to as the "first section critical flowrate," QrU and the last 
(most upstream) one being "the third section critical 
flowrate," Qr3. This nomenclature is used throughout this 
study. 

In the pressure technique three different test sections are 
designated again, but in this case the strings are replaced by 
pressure taps. Each test section has four pressure taps 
distributed circumferentially 90 degrees apart which enables 
easy connection via any one of the four. The four cir
cumferential pressure readings taken at each section are 
averaged and are deducted from the upstream static pressure, 
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' • • ' to 

CONICAL GUIDE VANE 

3 3 

SIDE VIEW FRONT VIEW FRONT VIEW SIDE VIEW 

INLET 
GEOMETRY 

U-PIPE 

CONICAL 
GUIDE VANE 
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71.12 

10.16 

a(cm) 

26.52 

5.59 

b(cm) 

14.63 
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Fig. 3 Inlet geometries 

which serves as a reference point since it is not affected by 
recirculation. The pressure-difference (Pau~P/) for each of 
the three test sections are plotted against the flowrate, from 
fully open to shutoff. All test results clearly indicate the 
presence of two pressure trends. Initially, at high flowrates we 
observe small negative values, but at a certain point the 
pressure suddenly increases and this increase continues steadi
ly with the gradual decrease of the flowrate. The high and low-
pressure-zone data points are each fitted with best-fit straight 
lines and the discontinuity point where they intersect is 
designated as the "section critical flowrate." In each graph 
three of these flowrate are obtained, with the section closest to 
the pump having the highest value. The case B with the conical 
inlet guide vane located 2.77 cm away from the impeller plane 
is provided as a sample for the above mentioned procedure in 
Fig. 5 for the low speed case. 

The three section critical flowrates are then plotted with 
respect to the corresponding distances from the pump's inlet 
plane. In all plots the procedure adopted by Sen (1978) is 
followed; a straight line is fitted to the three section critical 
flowrate points and the point where this line intersects the ver
tical axis is taken as the "pump critical flowrate;" Qcr, as 
shown in Fig. 6. Tests with the conical inlet guide vane located 
up-stream of the impeller with the distance Xc=0.97, 2.77, 
and 4.615 cm, respectively, as shown in Fig. 4, are called Case 
A, B and C. 

The suction recirculation is initiated from the boundary-
layer separation at the leading edge of the impeller. The 
phenomenon is similar to that on the flow over an airfoil, 
where the angle of attack is the primary parameter to affect 
the onset of boundary-layer separation. Reasoning along this 
line, it is expected that a conical inlet guide vane producing a 
higher flow velocity at the outer radius, will delay the onset of 
reverse flow since it is initiated at this region. This velocity 
distribution has been measured at three sections downstream 
of the vane with the distances corresponding to the three loca
tions of the vane places upstream of the impeller leading edge. 
The results expressed in terms of the normalized flow velocity 
and inside radius of the pipe are shown in Fig. 7. 

3.2 Power Associated With Suction Recirculation. The 
recirculating suction flow pattern is depicted qualitatively in 
Fig. 2. It extends towards upstream as the through flowrate is 
reduced, and eventually covers the whole region around the 
impeller leading edge. The energy associated with the 
backflow imparted by the impeller is dissipated in the recir
culation zone of the suction pipe. Partial reduction of the im-

' Transparent Pipe 

A\\W \\\ \ \\\ \\ \ V\TT1 

X\\\\\\Y^ 
. X's : 9CriQg positions for acraight pipe cescs 

Xc : distance between impeller leading edge and conical 

Fig. 4 Test section with sample conical cone and string positions 
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Fig. 5 Section critical flowrate determination for case B of the conical 
guide vane at low speed 
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+ Case A 

£ Case B 

n Case C 

1.33 1.53 2. i 

DISTANCE Cx/d) 
2.50 3.00 

Fig. 6 Pump critical flowrate determination for the straight pipe, with 
and without guide vane at low speed 

peller inlet area can reduce the recirculating flow and its 
associated power consumption. A complete covering of the in
let area should totally eliminate the recirculation power con
sumption at the shut-off condition, except for an insignificant 
amount of power associated with the short-circuit recircula
tion flow within the impeller. 

The power consumption associated with the suction recir
culation is determined with four different conical covers 
matching the impeller leading edge. Their inside dimensions 
are given in Fig. 8. The cone "0" is a simple ring leaving the 
impeller inlet fully open, while the fourth cone completely 
covers the impeller inlet area. A partial cone installed is shown 
in Fig. 4. The cone is fixed on the inner housing of the pump. 

The shaft horsepower versus flowrate was determined for 
each of the four covers and without cover at both high and low 
rotating speeds (around 5600 and 3800 rpm, respectively). The 
results are shown in Figs. 9 and 10. Since the fourth cone com
pletely covers the impeller inlet, the power measurement with 
this cone excludes suction recirculation power, while 
measurements with other cones include certain amount of 
power due to suction recirculation at the low flowrate and 
shut-off conditions. The power consumption associated with 
the recirculating flow at shut-off conditions can be obtained 
by subtracting the power measurements with the fourth cone 

installed from that with one of the other cones installed. The 
results are expressed in terms of the nondimensional power 
coefficient defined as: 

(1) 

is characteristic 
p r c

5 c j 3 

where « is the angular speed in rad/s, rc 
radius, and p is water density. 

3.3 Experimental Uncertainty. The experimental uncer
tainty of both flowrate and pressure difference should be 
within 5 percent, while that of the power measurement is 
estimated to be around 10 percent of the nominal value due to 
the uncertainty of motor calibration curves. 

4 Data Correlations and Analysis 

The test results on critical flowrate, Q„ at two rotating 
speeds with various inlet geometries are tabulated in Table 1. 
The relevant nondimensional parameters are flow coefficient, 
angular momentum ratio, the ratio of tip radius over 
hydraulic radius of the impeller leading edge, and the ratio of 
the flow velocity at outer radius over the average flow veloci
ty. They can be expressed as follows: 
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Fig. 7 Velocity profiles at top portion of impeller plane for all three 
locations of the conical inlet guide vane 
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Fig. 9 Shaft power for high speed tests 

4.127 cm (1.625 In) 

cone 

0 

1 

2 

3 

4 

h(cm) 

-

1.206 

1.778 

2.078 

3.254 

r2(cra) 

3.81 

3.124 

2.642 

2.387 

1.397 

Fig. 8 Inside dimensions of conical covers 

wrh 

*"2 = 
" o V 

r< A " 
7r3 = , a n d 7T4 = 

rh v 
1A 27r(r 2

2-r 1
2) (r2-rx) 

where / • * = „ - . „ , - . „ 
S sin dx27r( r 2 +r , ) sin d 

d is the inclination angle of the impeller leading edge with 
respect to the axis, the («0r0

2) in ir2 is a characteristic quanti
ty, which is set to be the magnitude of n/p in this study (hence 
7r2 is equivalent to Reynolds number). The hydraulic radius is 

N 5 3900 rpm 

1.2 

1 . 1 — • 

1 . 0 — " 

oNO CONE 
aFIRST CONE 
aSECOND CONE 
XTHIRD CONE 
eFOURTH CONE 

Flowrate X 103 (m3/g) 

Fig. 10 Shaft power for low speed tests 

related to the area while the tip radius is the linear dimension 
of impeller inlet geoemtry. 

These parameters can be related with a functional relation
ship, T\=F(TT2> KI, ir4), where 7r2 is a flow dynamic 
parameter, 7r3 is a geometric parameter, while 7r4 is a flow 
kinematic parameter. A fairly good correlation of the data can 
be achieved by grouping the 7r's into Tr^-5 and 7r37r2^

0'1 as 
also tabulated in Table 1 and plotted in Fig. 11. This correla
tion imply that the critical flowrate is primarily controlled by 
the geometric parameter, to a less degree by the flow 
kinematic parameter, and only slightly by the flow dynamic 
parameter. 

The shut-off power coefficient, TTS/0 defined in equation (1) 
versus 7r2 are tabulated in Table 2. The correlation shown in 
Fig. 12 gives a satisfactory result. Another set of tests with a 
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Table 1 Critical flowrates and the relevant parameters 

cone 
vane 

_ 
1 
2 
3 
A 
B 
C 

. _ 
1 
2 
3 
A 
B 
C 

cr 
(xlO-3\ 
\ m 3 / s / 

4 . 43 
4 .14 
3 .63 
2 . 2 8 
3 .94 
4 . 0 5 
4 .30 
6 .76 
5 .60 
4 . 83 
3 .14 
5 .00 
5 .34 
5 .43 

r 2 

(cm) 

3 . 8 1 
3 .12 
2 .64 
2 .39 
3 . 8 1 

| 
T 

3 .12 
2 .64 
2 . 39 
3 . 8 1 

i 

r h 

(cm) 

3 .76 
2 .67 
1.93 
1.52 
3 .76 

| 
T 

2 .67 
1 .93 
1.52 
3 .76 

\ 

TT4 

0 . 9 7 
I 

1 T 
1.24 
1.14 
1.03 
0 .97 

1 

I 
1.24 
1.14 
1 .03 

Tfl 

0 .20 
0 . 53 
1.24 
1.57 
0 .18 
0 .19 
0 .20 
0 .22 
0 .50 
1.15 
1 .51 
0 .16 
0 . 17 
0 . 1 7 

TiV 5 

0 . 20 
0 . 5 3 
1.22 
1 . 55 
0 .20 
0 . 20 
0 .20 
0 . 2 1 
0 . 5 0 
1.13 
1.49 
0 . 1 8 
0 . 1 8 
0 . 1 8 

^ 5 
(10 D ) 

5 . 8 5 
2 . 9 4 
1.54 
0 . 9 6 
5 . 85 

1-
8 . 4 1 
4 .23 
2 . 2 2 
1.38 
8 . 4 1 

\ 

^ 3 

1 .01 
1.17 
1.37 
1 .56 
1 .01 

| 

} 
1.17 
1.37 
1.56 
1 .01 

\ 

M 3 2 

0 . 2 6 7 
0 . 3 3 2 
0 . 415 
0 . 495 
0 .267 

1 
0 . 2 5 8 
0 . 320 
0 . 400 
0 . 4 7 8 
0 . 2 5 8 

1 
Notes: 

1. Cones 1, 2 and 3 are the conical cones partially cover 
the impeller leading edge, depicted in Figure 4. 

2. Vanes A, B and C are the conical guide vanes located 
upstream of the impeller, depicted in Figures 3 and 4. 

Table 2 Recirculation power at shut-off condition with relevant parameters 

L o w 
S p e e d 

I 
H i g h 
S p e e d 

\ 

Cone 

_ 
1 
2 
3 

-
1 
2 
3 

rh (cm) 

3 . 7 6 
2 . 6 7 
1 . 9 3 
1 . 5 2 
3 . 7 6 
2 . 6 7 
1 . 9 3 
1 . 5 2 

N ( r p m ) 

3918 
3984 
4029 
4068 
5 5 4 5 
5626 
5668 
5688 

P r ( k w ) 

0 . 2 9 8 
0 . 2 0 9 
0 . 1 4 9 
0 . 0 5 2 
0 . 8 1 3 
0 . 4 6 3 
0 . 2 7 6 
0 . 1 9 4 

TTs/ouo--2) 

5 . 7 4 
2 1 . 2 
7 4 . 0 8 
8 2 . 9 
5 . 5 2 
1 6 . 6 8 
4 9 . 2 9 

1 1 3 . 1 0 

TT2 ( 1 0 ~ 5 ) 

5 . 8 0 
2 . 9 7 
1 . 5 7 
0 . 9 8 
8 . 2 1 
4 . 2 0 
2 . 2 1 
1 . 3 7 

(a) Straight Pipe 

Low 
Speed 

High 
Speed 

3.76 
2.67 

93 
52 
76 
67 
93 

1.52 

3819 
3955 
4008 
4035 
5495 
5603 
5634 
5679 

0.443 
0.275 
0. 201 
0.162 
0.791 
0.431 
0.295 
0.082 

9.21 
28.5 

101.5 
264 .6 

5.52 
15.7 
53.6 
48.0 

65 
95 
56 

0.97 
8.13 

18 
20 

1.37 

(b) U-Pipe 

U-pipe replacing the straight suction pipe has also been carried 
out. The results are included in Table 2 and Fig. 12. 

Power consumption due to the suction recirculation at a 
given through flow can also be determined by comparing the 
shaft power measurements with and without inlet partial 
coverings. At a certain flowrate, when the inlet partial cover 
just eliminates the recirculating flow, which will otherwise ex
ist without the cover, the difference in shaft powers measured 
with and without the cover can be ascertained to be due to the 
suction recirculation. Test data expressed in terms of the 
power coefficient, It and the flow coefficient, 4>, defined as the 
ratio of the measured flowrate over the best efficient flowrate, 
are tabulated in Table 3 and correlated in Fig. 13 for both high 
and low-speed conditions. The correlation can be expressed by 
Ti- = its/oil - 4>)n» o r m dimensional form, 

p,=/>w>V(i-Q/Qo)" 

= PT J / 0C0 J 

L sin 9 J 
(2) 

where 7rs/0 is the power coefficient at shut-off condition, 
discussed in the previous paragraph, and the exponent n can 
be determined from the slope of the least-square-fitted straight 

line on log-log scale as shown in Fig. 13. It is estimated to be 
approximately 3.4 for both high and low-speed cases from the 
present study. 

5 Conclusion 

The determination of critical flowrate with a visual tech
nique using thread and with a "pressure" method are com
parable, but the latter method is more consistent and reliable. 

Although the impeller inlet area should be kept as small as 
possible to achieve a lower critical flowrate, this parameter is 
normally fixed by the specified design flowrate. The suction 
flow velocity distribution has been proved to be an important 
parameter to affect the critical flowrate and should be proper
ly manipulated in the design and further studied in more 
detail. 

The power consumption associated with the suction recir
culation flow is similar but different from that associated with 
a rotating disk in an enclosed chamber, which has been studied 
by Daily and Nece (1960) and Mann and Manston (1961). The 
former is due to dynamic pumping, while the latter is mostly 
due to viscous shear. And the characteristic length used in 
these nondimensional parameters are different. In the former 
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Table 3 Suction recirculation power versus through flowrate with relevant parameters 

N(rpm) 
(10--3 m-Vs) 

Pr(kw) TT (10"-2) 4 4> 
Low 
Speed 

High 
Speed 

3918 
4008 
4022 
4024 
5545 
5609 
5633 
5636 

0 
2 . 4 0 
3 . 5 9 
4 . 1 3 

0 
3 . 2 8 
4 . 8 5 
5 . 5 5 

0 . 2 9 8 
0 . 0 7 1 
0 . 0 3 7 
0 . 0 3 3 
0 . 8 1 3 
0 . 3 2 1 
0 . 1 3 4 

74 
28 
66 
58 
52 
11 

0.112 
0.87 
0.72 

0 
0.31 
0.47 
0.54 
0 
0.29 
0.43 
0.49 

1 
0.69 
0.53 
0.46 
1 

0.71 
0.57 
0.51 

(a) Straight Pipe 

Low 
Speed 

1 
H i g h 
S p e e d 

* 

3819 
3956 
3 9 6 3 
3974 
5 4 9 5 
5 5 5 1 
5579 
5 5 9 1 

0 
2 . 4 0 
3 . 4 0 
3 . 9 4 

0 
3 . 1 5 
4 . 9 2 
5 . 6 7 

0 . 4 4 3 
0 . 1 0 0 
0 . 0 8 2 
0 . 0 5 6 
0 . 7 9 1 
0 . 3 6 2 
0 . 1 4 2 
0 . 0 5 2 

9 . 2 1 
1 . 8 7 
1 . 5 3 
1 . 0 3 
5 . 5 2 
2 . 4 5 
0 . 9 5 
0 . 3 4 

0 
0 . 3 1 
0 . 4 4 
0 . 5 1 

0 
0 . 2 8 
0 . 4 3 
0 . 5 0 

1 
0 . 6 9 
0 . 5 6 
0 . 4 9 

1 
0 . 7 2 
0 . 5 7 
0 . 5 0 

(b) U-Pipe 

case, the hydraulic radius of the impeller inlet area should be 
used; while in the latter case, it is the geometric radius of the 
disk. 

All the test data for both straight and U-shape suction pipes 
can be correlated well along a single straight line on log-log 
scale for the shut-off condition. The implication is that the 
power consumption associated with suction recirculation 
depends on the impeller inlet geometry and is not sensitive to 
the suction pipe configuration. It is also concluded that reduc
ing the impeller inlet area is an effective method of reducing 

the power consumption for high specific speed axial-flow 
pumps. This can be implemented by installing a variable shut
ter valve at pump inlet if possible. 

In the case of a finite through flow, the empirical formula 
derived from the present study is similar to that reported by 
Tuzson (1983) with some minor differences. It is concluded 
that more tests especially with the other types of impellers are 
needed to establish a universally applicable formula for the 
suction recirculation. 
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General Correlations and Selection 
Procedures for Flow in 
Polyethylene Tubes With Uniformly 

E. Bmndrett Spaced Wall Orifices 
Department of Mechanical Engineering, , 

University of Waterloo, 
Waterloo, Ontario, Canada, N2L 3G1 -4 previously described experimentally based numerical procedure is used to char

acterize the flow in thin walled polyethylene tubes with uniformly spaced wall orifices 
(polytubes). The procedure evaluates the required supply pressure for specified 
geometry, supply flow, and supply swirl angle; and then predicts the pressure and 
discharge profiles along the polytube. The predicted values are in good agreement 
with reported experimental results and are used to develop a data base of the most 
significant ranges of polytube and supply parameters. Then, explicit design corre
lations and recommendations are obtained for satisfactory and economical per
formance. 

Introduction 
Thin-walled polytubes are used for overhead greenhouse and 

industrial ventilation and recently for solar heating of several 
automotive factories (Fig. 1). They may be characterized as 
thin walled perforated polyethylene pipes with wall thicknesses 
of 0.05 mm to 0.15 mm. They have total wall orifice areas 
that are usually one to two times the cross sectional area of 
the tube. Typically, the ratio of polytube length to diameter 
is 50 to 150, the tube diameter range is 300 mm to 750 mm or 
larger, and the orifice diameter range is 25 mm to 130 mm. 

In an earlier paper, Brundrett (1991) described an analysis 
and numerical procedure that provided good agreement with 
the experimental data of flow in polytubes for four supply 
swirl angles for two polytube sizes, and also with the data of 
other investigators. The procedure is extended in this paper to 
examine the flow characteristics of polytubes, for supply swirl 
angles of 0 to 35 deg, for tube length to diameter ratios of 25 
to 250, and for orifice to tube area ratios of 1.0 to 2.0. The 
required supply pressure is obtained for each supply flow and 
polytube geometry. Then, the discharge and pressure profiles 
along the polytube are computed and examined to determine 
whether they lie within acceptable design limits. 

The computed database is sufficiently extensive to permit 
rapid prediction of the inlet pressure and discharge profile 
using explicit dimensionless correlations. Then, based upon 
power consumption and uniformity of polytube discharge, the 
correlations are used to place realistic limitations upon poly
tube geometry and supply flow. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division, 
April 10, 1990. 
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Fig. 1 Polytube geometry and supply parameters 

Computational Procedure 
The required supply pressure (PSupPiy) is obtained for a spec

ified supply flow (Qsuppiy), supply swirl angle (<jf>suppiy), and 
polytube geometry by satisfying the continuity equation and 
polytube pressure equations by trial and error. The continuity 
equation requires that the computed discharge from the exit 
of any end sealed polytube is zero. The computational pro
cedure divides the polytube into five equal length segments, 
computes the discharge from each segment, and determines 
the static pressure at the end of each segment (Fig. 1). 

Polytube static pressure is controlled by friction loss and by 
static pressure regain. Following the recommendation of Haa-
land (1983), the friction factor if) for polytubes with swirl 
was experimentally determined by Brundrett and Vermes 
(1987) to be correlated by: 

(/) -°-5 = 1.86 log ( g ) (1) 
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They reported that the friction loss of a segment depended 
upon the actual near wall flow path expressed as, 

AP,=/ (*g*) ( ^ = ) (2) 

where the average of the square of the inlet and outlet axial 
velocity components is used to construct (K) 2

ve and, 

I ^ s e g / , - , 

COS(<j> s e g ) 

is the actual path length of the fluid at the wall in the tube 
segment of length Lseg. It was defined by the average swirl 
angle for the segment ($seg), measured 50 mm inwards from 
the wall by Brundrett and Vermes (1987), who observed a 
linear reduction of <t>sapP\y from the polytube inlet to end. Hence, 
they found that; 

</>seg = </>supply X ( 1 ~ ~J~) ( 3 f l ) 

Also, the pressure change from polytube supply to end is due 
in part to static pressure regain as fluid is discharged and the 
average polytube velocity decreases. This can be expressed as 
for a diffuser as (Brundrett (1991)), 

APr=Crp(^^j (4) 

where, Cr the empirically obtained coefficient of static regain 
was found to be dependent upon the supply swirl angle, i.e., 

Cr=0.565 - 5.28 x 10"6</>Lppiy (5) 
Fortunately, typical polytube sizes and supply flows are large. 

Hence, Reynolds numbers of 300,000 or more are encountered 
at the polytube inlet (Brundrett and Vermes (1987)). Thus, 
the friction factor and static regain coefficients do not vary 
significantly from one polytube application to another. A com
plementary effect is the retardation of boundary layer growth 
in the polytube by the skimming of near wall flow by the 

Nomenclature 

T,A0 

A, 
AR = EA0/A, 

Cr 
d 

D 

f 
KP 

Kq 

L 
-^ swirl 

L/D 
Nf 

Ntube 

P 

APf 

APr 

TP = P.Q 

<? = PA4, 
P* 

Q 

= total area of wall orifices, m2 

= polytube flow area, m2 

= polytube orifice to flow area ratio 
= static regain coefficient, equation (5) 
= polytube orifice diameter, mm 
= polytube diameter, mm 
= friction coefficient, equation (1) 
= supply pressure coefficient, equations 

(6), (8) 
= polytube fan matching coefficient, 

equation (19) 
= total length of polytube, mm 
= path length of flow in a segment, mm 
= length to diameter ratio 
= flow-pressure coefficient for fan or 

blower, equation (15) 
= number of polytubes required for an 

application, equation (21) 
= static pressure at any axial location (50 

mm from the wall), Pa 
= friction pressure loss, Pa, equation (2) 
= static pressure regain, Pa, equation (4) 
= power input to polytube flow, W, 

equation (9) 
= power density, W/m2, equation (12) 
= dimensionless supply pressure Psuppiy/ 

-Pmax. equation (16) 
= flow, m3/s 
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orifices; thereby simulating higher Reynolds number flows in 
nonperforated tubes of comparable size and flow. 

The total area of the orifices of the polytube was found to 
be quite significant, since it defines the area ratio (AR). How
ever, a wide range of orifice diameters and numbers were 
satisfactorily modelled without any adjustment for orifice size 
in the range of 25 mm to 130 mm. Also, the dimensionless 
polytube discharge profiles were satisfactorily predicted by a 
five segment model which groups the discharge of orifices of 
a segment at the segment mid point for computational con
venience. Typically, the computed discharge profiles exhibited 
less than ±0.2 percent variation over the recommended supply 
pressure range of 20 Pa to 60 Pa. Hence, 30 Pa was used 
throughout the analyses, since it is the optimal value and pre
dicts all of the recommended pressure range to within ±0.15 
percent. Finally, the exit pressure of each polytube segment, 
obtained through the pressure control and continuity equa
tions, is used with the supply pressure to construct the pressure 
profiles. 

Evaluation of Results 
The agreement obtained by the computational procedure of 

Brundrett (1991) with his experimental data was within ±1.8 
Pa for the pressure predictions, was within ±3.1 percent for 
the discharge predictions, and was within ±1.2 percent for 
the supply pressure and flow predictions. Also, agreement with 
reported supply pressure and flow data of other investigators 
were within -0.4 to +3.3 percent for significantly extended 
ranges of L/D and orifice diameter. The computational pro
cedure was used to examine realistic ranges of the polytube 
parameters; 1.0 < AR < 2.0, 25 < L/D < 250, 300 mm < 
D < 750 mm, and 0 deg < </>suppiy S 35 deg; for the supply 
pressure range of 20 Pa to 60 Pa. Supply pressures lower than 
20 Pa may lead to incomplete polytube inflation (Bailey 
(1975a, b)), whereas pressures above 60 Pa can require the 
selection of a fan with a higher than normal rating. The large 

Q* 

RD 

v 
' ave 

' ' ) ave 

' supply 

' /supply 

-^seg 

P 
<t> 

= dimensionless supply flow £>supP]y /Qmax, 
equation (16) 

= Reynolds number based on Kave and D, 
equation (1) 

= average axial velocity of a segment, 
m/s 

= segment averaged velocity squared 
(from segment inlet and exit values) 

= axial component of supply velocity, 
m/s, Fig. 1 

= total velocity of the supply, m/s, equa
tion (7), Fig. 1 

= distance from inlet to mid point of seg
ment, mm 

= fluid density, kg/m3 

= swirl angle at any axial location (50 
mm from the wall), degrees 

Subscripts 
ave 

demand 

in 
max 

out 
seg 

supply 
.. 3, 4, 5 

= averaged property 
= required supply flow or pressure for an 

application 
= property at segment inlet 
= maximum pressure or flow of fan or 

blower 
= property at segment outlet 
= property at segment mid point 
= property of the supplied fluid 
= polytube segment number (5 in total), 

Fig. 1 
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AREA RATIO, SUPPLY SWIRL ANGLE phi (deg) 
- P - ARl.OO.phiOO -3»AR1.00,phi35 -C-AR1.25,phiOO 
-ffl-AR1.25,phi35 - O AR1.50,phi00 -A-ARl.50,phi35 
-0-AR1.75,phiO0 -4-AR1.75,phi35 -X-AR2.00,phiOO 
- # - AR2.00,phi35 

0 .2 A .6 .8 1 

LONGITUDINAL STATION (X/L = 0 AT ENTRANCE) 

Fig. 2 Pressure profile along polytubes with LID = 100 for 1.0 < Ad 
< 2.0 and for >̂suppiy of 0 or 35 deg, (i.e., AR = 1.0 and <&8uppiy = 35 deg 
expressed as AR1.00,phi35) 

AREA RATIO, SUPPLY SWIRL ANGLE phi (deg) 
-^ARl.OO.phiOO -«—ARl.00,phi35 -0-AR1.25,phiOO 
-ffl- AR1.25,phi35 - O AR1.50,plliOO -A- ARl.50,phi35 
-0-ARl.75,phi00 - 4 - ARl.75,phi35 -X-AR2.00,phi00 
-»~ AR2.00,phi35 

.1 .3 .5 .7 .9 

LONGITUDINAL STATION (X/L = 0 AT ENTRANCE) 

Fig. 3 Discharge profiles along LID = 100 polytubes for the area ratio 
and ŝUppiy ranges of Fig. 2 (nomenclature as for Fig. 2) 

range of <£suppiy was chosen because values of up to 38 deg were 
observed in polytubes directly connected to a propeller fan via 
a contraction piece (Brundrett and Vermes (1987)). 

The database shows progressive trends in the pressure and 
discharge profiles that were not influenced by D, due to the 
large Reynolds numbers. Hence, the results can be used for 
any polytube with a diameter of at least 300 mm for the rec
ommended supply pressure range of 20 Pa to 60 Pa. 

The influence of increasing 0suppiy upon static pressure is to 
significantly increase pressure loss due to friction and to dra
matically reduce pressure regain (Fig. 2). As AR is increased, 
a larger supply flow is required for a specified supply pressure 
and swirl angle, since the polytube presents a lower resistance 
to discharge. If static pressure regain dominates, as is the case 
for small supply swirl angles, then the static pressure increases 
with distance along the polytube, and increases more dra
matically for the higher supply flows associated with larger 
AR. However, pressure loss dominates for large $suppiy and 
even more so for large AR. 

The discharge profiles along a polytube are presented as 
ratios of local segment discharge to the average of the five 
segments, with data presented at the mid point of each of the 

L/D RATIO, SUPPLY SWIRL ANGLE phi (deg) 

- V - L/D025,phi00 - * - L/D025,phi20 - C - L/D025,phi35 

-ffl- L/D125,phi00 - O - L/D125,phi20 - A - L/DJ25,phi35 

- S - L/D250,phi00 - t - L/D250,phi20 - X - L/D250,phi35 

0 .2 A .6 .8 1 

LONGITUDINAL STATION (X/L = 0 AT ENTRANCE) 

Fig. 4 Pressure profiles along an AR = 1.25 polytube for LID of 25, 
125, and 250, and for ^supply of 0, 20, and 35 deg (nomenclature as for 
Fig. 2) 

L/D RATIO, SUPPLY SWIRL ANGLE phi (deg) 

- V - L/D025,phi00 - t - L/D025,phi20 -0- L/D025,phi35 

-ffl- L/D125,phi00 - O L/D125,phi20 - A - L/D125,phi35 

- C - L/D250,phi00 - 4 - L/D250,phi20 -X-L/D250,phi35 

.1 .3 .5 .7 .9 

LONGITUDINAL STATION (X/L = 0 AT ENTRANCE) 

Fig. 5 Discharge profiles along an AR = 1.25 polytube for the param
eters of Fig. 4. 

equal length segments (Fig. 3). An increase of 4>suppiy dramat
ically affects the profile by increasing discharge from the inlet 
segment of the polytube. The effect is related to the swirl 
increased velocity and total pressure of near wall fluid, par
ticularly in the first segment, and to flow skimming by the 
orifices. The skimming effect was clearly identified by Rogers 
and Hersh (1976) during their examination of combustor ori
fice discharge of grazing flows. 

The polytube evaluation is continued for AR = 1.25 and 
for representative values of L/D and $suppiy. Again, increasing 
L/D and <£suppiy lead to reduced static pressure regain along 
the polytube (Fig. 4). This may or may not be desirable, since 
L/D = 25 and </>SUpPiy = 35 deg yield a fairly constant discharge 
profile (Fig. 5). Generally, increases of L/D or of 0suppiy lead 
to a shifting of the polytube discharge to the inlet end. 

Polytube Correlations 

Supply Pressure Correlation. The supply pressure Psupp]y 
was correlated for a particular polytube geometry and supply 
swirl angle by the experimentally based dimensionless pressure 
ratio Kp and axial component of the supply velocity as, 
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K„ 
s upp'y 

°-5p Ksupply 
(6) 

where Ksuppiy the axial component of the supply velocity is 
obtained from the continuity equation and the polytube flow 
area (A,). Formally, the value of Kp should be based upon an 
integration across the inlet plane of the pplytube. However, 
the large Reynolds numbers and negligible boundary layer 
thicknesses of the flows at the inlet will result in very small 
variations of Kp, between the values obtained by integration 
or by using the average velocity. This is because of the mo
mentum-flux and kinetic energy correction factors vary by less 
than 1.5 percent from unity (White (1986)). Also, the use of 
the average velocity was supported by the very good results 
obtained by Brundrett (1991), who used equation (6) to predict 
flow from wind tunnel contractions, from directly connected 
fans, and from supply via a fan and contraction piece. Thus, 
equation (6) is recommended for design purposes, unless it is 
suspected that there is a distortion of more than 10 percent of 
the inlet velocity profile or that there is a thick boundary layer 
at the polytube inlet. 

The total velocity of the supply (K,suppiy) is defined by the 
supply swirl angle and the continuity equation as (Fig. 1), 

V, K supply 

K„ 

/supply / , •. 

cos(&upply) 

The general correlation for Kp from the data base is; 
0.5898 + 0.00355 ^ - 1.7050 \n(AR) 

(J) 

D 

+ 0.9473 {\n(AR)f 3.0596 + 0.0125 
D 

-0.6654 (^4^-1) x<t>\ 'supply x IO CS) 

The correlation does not include a pressure or supply velocity 
effect due to the large Reynolds numbers encountered. Hence, 
over the recommended supply pressure range of 20 Pa to 60 
Pa, the correlation coefficient Kp varied by ±0.15 percent or 
less, and typically was evaluated for a supply pressure of 30 
Pa. Also, the Kp correlation provides agreement with all Kp 

values obtained from the computational procedure to within 
±0.65 percent. 

The variation of Kp is influenced in decreasing order by; 
AR, L/D, and 4>suppiy. A convenient (and linear) correlation 
of Kp is obtained as a function of L/D that is the basis for 
equation (8) (Fig. 6). Values of Kp » 0.5 are often selected to 
limit the supply dynamic pressure to twice the typical supply 
static pressure of 30 Pa; so that excessive pressure rise will not 

1.5-

1.2-

AREA RATIO, phi (deg) 
-t-AR=1.00,phi=00 - 0 - AR=l.O0,phi=35 -61- AR=1.25,phi=00 
-OAR=1.25,phi=35 -A- AR=1.50,phi=00 - 0 - AR=1.50,phi=35 
-t-AR=1.75,phi=00 -X-AR=1.75,phi=35 -t i- AR=2.00.phi=00 

0 250 50 100 150 200 
LENGTH TO DIAMETER RATIO (L/D) 

Fig. 6 Supply pressure coefficient ( / y versus lit) for the parameter 
ranges 1.0 < AR < 2.0 and for 0suppiy = 0, 35 deg 

occur at the end of short thin walled polytubes. It can be seen 
that Kp = 0.5 cannot be obtained for any polytube with L/D 
> 210, nor for any polytube if AR = 1.0 (Fig. 6). 

Power Correlation. Again, assuming a nearly constant 
value of the velocity across the inlet to the polytube, the power 
of the fluid can be obtained from the average inlet total velocity 
Supply to a sufficient accuracy for qualitative analysis of the 
trends. Hence, the power (IP) that must be supplied to fluid 
entering a polytube can be estimated as; 

P = (l supply" 
P ^ / supp ly \ 

2 ) *Q, supply (9) 

This power equation can be expressed more conveniently in 
terms of the axial component of the supply velocity and supply 
pressure correlation as, 

jp=P ^supply + 

\ " C O S ( 0 s u p p l y ) / 
xQ, supply 

or as, 

P = Kn + - P CJsupply 
X 2A] 

(10) 

(11) 

Also, it is useful to examine the power density of the supply 
flow ((P) defined by, 

IP 
Kn + ~ 

cos (^supplyX 
X 

P "supply (12) 

(P is dominated by Ksupply (Fig. 7) due to its cubic influence. 
Hence Ksupply is often limited to 10 m/s or less. For many 
applications it is possible to increase D to reduce the velocity 
and to improve the discharge distribution (see below). 

Discharge Correlations. Correlations for discharge are 
based upon the five segment computational procedure and 
resulting database. The analysis indicates that the first segment 
discharge (Q{) is the most sensitive to the polytube and supply 
parameters, followed by the final segment discharge (Q5) (Fig. 
3). Hence, if the selection of appropriate polytube parameters 
is to be based upon some criterion of uniformity of the dis
charge profile, then Qx and Q5 are the most appropriate in
dicators. 

A correlation for the ratio of Qi to the averaged discharge 
for the five segments (gave) to within ± 4 percent of the com
puted database for all parameter ranges is; 

5000 

PRESSURE CORRELATION Kp, phi (deg) 

-V- Kp=0.0,phi=00 —l— Kp=0.0,phi=35 - 0 - Kp=0.5,phi=00 

-B- Kp=0.5,phi=35 -O-Kp=l,0,phi=00 -A-Kp=1.0,phi=35 

-<?- Kp=1.5,phi=00 - I - Kp=i.5,phi=35 

4 6 8 10 12 14 16 

SUPPLY VELOCITY ( m / s ) 

Fig. 7 Power density of the supply flow versus supply velocity for Kp 

= 0, 0.5, 1.0, 1.5, and for ^ s u p p i y = 0, 35 deg 
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1.228-0.3097 ^ # + (0.002904 AR 

0.001818)^ .1631 + 1.7910 (v4i?)z 

+ (.002089 - .000689 (ART) - Supply XlO^6 (13) 

A similar correlation for the ratio of Q5 to Qave to within 
± 4 percent of the computed database for all parameter ranges 
is; 

- ^ - = 0.7840 + 0.2760 AR + (0.001433 - 0.002033 AR) ^ 
tiave L D 

- .5016- .5484 (ARf + (- .00083 

+ .00060 (ART) - •/•supply* 1 0 (14) 

These correlations indicate that the discharge profile adjusts 
most rapidly in the area ratio range of 1.0 < AR < 1.5 and 
for <̂ SUppiy > 20 deg. Examining equations (13) and (14), it can 
be seen that no selection of polytube and supply parameters 
will permit Q\/Qaye = Qs/Qme = 1-0. However, if the dis
charge profile is permitted to vary by ± 5 percent then restricted 
ranges of L/D can be chosen for specified polytube area ratios 
and supply swirl angles (Fig. 8). It is evident that <£suppiy < 20 
deg permits selection of a reasonable range of L/D, particularly 
for 1.0 < AR < 1.25, but that </>suppiy = 35 deg seriously 
reduces the range. 

Polytube-Fan Matching 
The selection of a suitable fan or blower for a polytube 

application requires the matching of the pressure-flow char
acteristics. Consider a fan or blower (fan) that has a maximum 
pressure for no flow of Pmm, and a maximum flow of Qmax 

for no delivery pressure. For convenience, let the pressure-
flow characteristics of the fan at constant shaft speed be ap
proximated as a simple power relationship. Then, a given sup
ply pressure and flow can be related to the fan maximum values 
as, 

(15) 
Qsupply _ j _ /^supply \ 

iimax \ -* max / 

or more compactly as, 

Q* = l-(P*ff (16) 

Now the supply flow to the polytube can be obtained from 
the supply pressure correlation Kp (equations (6), (8)) and the 
continuity equation as, 

2supply=y4( Ksuppiy=y4( I — 1 (17) 

or, in dimensionless form based upon Pmax and Qmax of the 
selected fan as, 

^supply _ 

Qn> 

/ _ A _ / 2 _ P m a x y 5 \ /AupplA0'5
 ( l g ) 

Vemax \pKj ) \PmsJ 
or more compactly as, 

Q*=Kq(P*)f *\0.5 (19) 

Equations (16) and (19) can now be combined to yield a 
solution for Psuppiy in dimensionless form by eliminating Q*, 
i.e., 

Q* = Kq (P* ) 0 5 = 1 - (P*ff (20) 

Values of P* are given in Table 1. Values of Nf < 1.0 model 
many axial flow fans, while values of Nf > 1.0 model many 
blowers. A graphical solution of the dimensionless polytube 

Q 
\ 

O 
H 

M 
H 
O 
Z 
W 
• J 

L/D ranges for Ql/Qave of 0.95 or 1.05 

-i>- Ql/Qave=1.05,phi=00 - C - Ql/Qave=0.95.phi=00 

• B <JI/Qave=1.05,phi=20 • «• Ql/Qave=0.95,phi=20 

-A- Ql/Qave=1.05,phi=35 -*• Ql/Qave=0.95,phi=35 

Fig. 8 Permissible ranges of LID for 0.95 
ratio and supply swirl angle 

AREA RATIO (AR) 

1.05 versus area 

N 
& 
w 
K 
P 
to 
B] 
W 
K 
O H 

W 
to 
w 
• J 
z 
o 
(0 
z 
w 

Fan Coefficient Nf, or Polytube Coefficient Kq 

- * - Nf=0.5 -C-Nf=0.7 -ffl- Nf=1.0 -ONf=1.5 -A-Nf=2.0 

->-Kq=0.7 —V- Kq=1.0 -X-Kq=1.5 -*-Kq=Z.O 

.2 .4 .6 .8 1 
DIMENSIONLESS FLOW (Q/Qmax) 

Fig. 9 Graphical matching of flow-pressure curves of polytubes (0.5 < 
N, < 2.0) and fans (0.5 s Kq < 2.0). Intersection of polytube and fan 
curves provide 05uppiy and P8uppiy (equation (20)). 

and fan pressure-flow equations can be constructed (Fig. 9), 
with the dimensionless supply pressure and flow of the polytube 
being obtained as the intersection of the specified fan and 
polytube pressure curves. The graphical solution obtained by 
a standard spreadsheet curve plot is less accurate than the 
solution of equation (20) or Table 1, but is more intuitive, and 
can be applied readily to fans with complex flow-pressure 
curves (White (1986)). 

Finally, the number of polytubes (Aftube) required to satisfy 
a demand flow Qdemand c a n b e obtained as an integer by a slight 
adjustment of Kp and/or Psupply 

-̂  Mube * fe/supply 

such that 

Wdemand (21) 

Polytube and Supply Flow Error Analysis 

Polytube Dimension Errors. The computational procedure 
was used to examine the effect of ± 1 percent deviation of the 
polytube dimensions d, L, andD for combinations of AR and 
L/D. The orifice diameter id) is the most sensitive; since a ± 1 
percent error will create typically ±2.5 percent error in <£suppiy, 
but as much as ±9.47 percent for AR = 2.0 and L/D = 50. 
However, orifice dimension errors are less critical for large L/ 
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Table 1 Values of the dimensionles: 
equation (20) for extensive values of 
and for typical values of the fan flov 

K„ Nf=.25 Nf=.S0 Nf= .75 

0.25 
0.50 
0.75 
1.00 
1.25 
1.50 

0.471 
0.287 
0.198 
0.146 
0.113 
0.091 

0.640 
0.444 
0.326 
0.250 
0.198 
0.160 

P* 
0.726 
0.542 
0.415 
0.325 
0.259 
0.211 

D ratios and for AR < 1.5. It is important to measure the 
orifice diameter when a prototype polytube has been inflated 
to the expected operating pressure since the diameter may 
adjust by 0.5 mm or more when a thin walled tube is inflated 
(Brundrett (1991)). Almost as important are errors of tube 
length and/or diameter which appear as errors of the L/D 
ratio in equations (8), (13), and (14), particularly for AR « 
2.0. Again, it is recommended that the tube diameter be ob
tained when a prototype polytube has been inflated to the 
operational pressure, especially if the polytube is thin walled 
(a wall thickness of 0.075 mm or less). 

Supply Flow Errors. The effect of supply pressure error 
on the supply flow can be obtained by an inspection of equation 
(17). A ±1 percent error in supply pressure will result in a 
±0.5 percent error in the supply flow for a given supply swirl 
angle. Hence, an error in supply pressure of 1 Pa for a nominal 
value of 30 Pa will result in an error of approximately 1.5 
percent. Measurement errors of the supply flow angle are more 
complex since 4>sUppiy influences Kp (equations (6), (8) and Fig. 
6). This is particularly true for AR > 1.75 and for </>suppiy > 
20 deg. For most applications it would seem that the supply 
swirl angle should be known to; ± 3 deg for </>suppiy < 10, to 
±2 deg for 10 deg < tf>suppiy < 20 deg, and to ±1 deg for 
</>suPpiy > 20 deg. The supply swirl angle can be conveniently 
obtained for a given fan and inlet geometry and fan loading 
by inserting a wool telltale near the start of the polytube (which 
is usually transparent), and by observing its direction with an 
external protractor (Brundrett and Vermes (1987)). 

Conclusions 
The agreement of the computational procedure of Brundrett 

(1991) with the available experimental data is placed conserv
atively at ± 3 percent, and the agreement of the present cor
relations to the computational procedure is ± 4 percent. Hence, 
an overall error band of ±7 percent should be placed upon 
the following 10 design recommendations for polytube selec
tion. 

1. To limit the power density ((P) of the supply flow, restrict 
the supply velocity to about 10 m/s and hence, limit the supply 
dynamic pressure to about 60 Pa. This limits the static pressure 
regain of short polytubes to about 50 Pa. 

2. The supply static pressure must be 20 Pa or greater, and 
should be limited to 60 Pa maximum. 

3. The supply swirl angle should be limited to the range 0 
deg < 0Suppiy ^ 20 deg for stable and efficient operation. 
Usually, an antiswirl device will be required at the fan exit if 
the polytube is directly connected to a fan. 

4. Examination of the Kp correlation (equation (8), Fig. 
6) and recommendation 2 leads to the following permissible 
ranges for L/D versus the area ratio; AR = 1.00, 25 < L/D 
< 75; AR = 1.25, 50 < L/D < 150; AR = 1.50, 75 < L/ 
D < 200; AR = 1.75, 1.25 < L/D < 250; AR = 2.00, 175 
< L/D < 250. 

i fan supply pressure P* obtained from 
the polytube discharge parameter (Kq), 
(--pressure coefficient (Nf) 

Nf=\.0 

Values 
0.779 
0.610 
0.480 
0.382 
0.307 
0.250 

Jv>=1.5 

0.841 
0.697 
0.572 
0.466 
0.378 
0.306 

Nf =2.0 

0.875 
0.752 
0.634 
0.525 

. 0.428 
0.345 

Nf=3. 

0.913 
0.818 
0.715 
0.605 
0.495 
0.392 

5. Examination of the polytube discharge profile (equa
tions (13), (14)) and specifying a permissible variation in dis
charge of ±5 percent along the tube leads to the following 
recommendations for L/D versus the area ratio, (for 0 deg < 
<kupply < 20 deg); AR = 1.00, 25 < L/D < 75; AR = 1.25, 
55 < L/D < 110;AR = 1.50,65 < L/D < 105; AR = 1.75, 
75 < L/D < 105; AR = 2.00, 75 < L/D < 105. 

6. The Kp requirements of recommendation 4 and the dis
charge profile requirements of recommendation 5 create a re
stricted set of acceptable polytube parameters; AR = 1.00,25 
< L/D < 75; AR = 1.25, 55 < L/D < 110; AR = 1.50, 
75 < L/D < 105; AR = 1.75, not recommended; AR = 2.00, 
not recommended. 

7. All polytube dimensions should be confirmed by in
flating a prototype tube of the correct wall thickness to the 
specified supply pressure to determine the polytube diameter 
and particularly the orifice diameter. If the orifices are slightly 
elliptical an average diameter may be used provided that the 
orifice area is correctly computed to within ±0.1 percent. 

8. The error analysis section should be consulted when 
predicting polytube flow based on the expected errors in meas
urement of the polytube dimensions, of the supply static pres
sure, and of the supply swirl angle. 

9. Predicting flow from one or more polytubes requires 
matching the flow-pressure characteristics of the polytubes and 
fan (equations (15) to (20)). The polytube parameters must be 
adjusted to obtain an integer number of tubes (equation (21)) 
and to operate in the most efficient range of the fan (Fig. 9). 

10. A polytube should be supported by simple clips attached 
to the top of the tube every 4D to 6D, and it should be in 
tension, to ensure wrinkle free inflation, and hence, to ensure 
smooth tube flow. 
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Finite-Element Analysis of 
Turbulent Flow in Annular Exhaust 
Diffusers of Gas Turbine Engines 
A finite-element model of the turbulent flow field in the annular exhaust diffuser of 
a gas turbine engine is developed. The analysis is based on a modified version of the 
Petrov-Galerkin weighted residual method, coupled with a highly accurate bi
quadratic finite element of the Lagrangian type. The elemental weight functions in 
the finite-element formulation are so defined to ensure upwinding of the convection 
terms in the flow-governing equations while reverting to the conventional Galerkin 's 
definition for all other terms. This approach is equivalent to altering the integration 
algorithm as the convection terms in the element equations are derived, with the ex
ception that the latter technique is tailored for low-order elements of the linear and 
bilinear types. Numerical results of the current analysis indicate that spurious 
pressure modes associated with this type of inertia-dominated flow are alleviated 
while the false numerical diffusion in the finite-element equations is simultaneously 
minimized. Turbulence of the flow field is modeled using the two-layer algebraic 
turbulence closure of Baldwin and Lomax, and the eddy viscosity calculations are 
performed at variably spaced points which are different from those in the finite-
element discretization model. This enhances the accuracy in computing the wall 
shear stress and the inner/outer layer interface location. The computational model is 
verified using a set of experimental data at design and off-design operation modes of 
the exhaust diffuser in a commercial gas turbine engine. Assessment of the results in 
this case is favorable and, as such, provides evidence of the model capability as an 
accurate predictive tool in the diffuser detailed design phase. 

Introduction 

Exhaust diffusers are critical components of gas turbine 
engines in both the propulsion and power system application 
fields. Perhaps the most common propulsion device that 
utilizes such a component is the small size turboprop engine, 
where the diffuser is of primary impact on the total-to-static 
efficiency of the turbine-exhaust system assembly (Fig. 1). 
Exit diffusing passages are also common in such power 
systems as auxiliary power units, which are frequently used in 
aircraft and various other applications. In all cases, the de
mand for maximum static pressure recovery and minimum 
total pressure loss across the diffuser is often a difficult design 
task. This is particularly true at the enigne off-design opera
tion due to the excessive amount of turbine exit swirl that may 
lead to flow separation, normally over the diffuser inner wall, 
as a result of the high radial pressure gradient and long flow 
trajectory under such circumstances. 

A literature survey reveals that a considerable amount of ex
perimental research has been focused on annular diffuser 
flows (e.g., Sovran et al., 1967; Stevens et al., 1968; Takehira 
et al., 1977; and Japikse et al., 1979). Although several crucial 
design aspects have, in these and other publications, been ad

dressed, most of this experimental work has predominantly 
been centered around straight-wall diffusers with modest area 
ratios. Nevertheless, the empirical relationships formulated in 
these studies and the charts produced in the process have long 
been appreciated and extensively utilized in the area of gas tur
bine industry. 

In the area of diffuser flow analysis, emphasis has 

=K> 
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historically been placed on the radial (e.g., Johnston et al., 
1966), planar (e.g. Bardina et al., 1981) and conical (e.g., 
Hah, 1983; and Lai et al., 1989) diffuser configurations, with 
noticeably fewer models of the annular diffuser type (e.g., 
Japikse et al., 1979). These models have progressed from the 
simple one-dimensional approach to parabolic flows which are 
governed by the boundary layer integral equations (e.g., 
Japikse et al., 1979 and Bardina et al., 1981). To date, the 
most detailed models are those by Hah (1983) and Lai et al. 
(1989). While the accuracy of Hah's conical diffuser model is 
primarily a result of maintaining the flow ellipticity 
throughout the computational domain, the major contribu
tion of the study by Lai et al. is in the area of the adverse 
pressure gradient effect on the flow structure in the near wall 
zone of planar and conical diffusers. Models with such level of 
accuracy have not yet been devised for annular diffuser flows. 
The finite element formulation of the current problem 
alleviates the long recognized drawbacks of using the conven
tional Galerkin's method in analyzing highly convective flow 
fields. These often appear in the form of "wiggles" in the 
pressure field and fictitious oscillations in the streamwise 
development of the through-flow velocity. Invalidity of the 
numerical solution, as a result, was reported by many authors 
(e.g., Heinrich et al., 1977 and Hughes, 1978). However, it 
was realized during an early phase of the current study that 
uniform upwinding of all terms in the flow equations of mo
tion, in the manner devised by Heinrich and Zienkiewicz 
(1977), would have an adverse effect on the solution accuracy 
as a result of improperly modeling the equations diffusion 
terms. The numerical discrepancy in this case was conclusively 
eliminated by applying different weight functions to the dif
ferent terms of these equations in the process of deriving the 
finite element equations. This, in fact, is consistent with the 
approach devised by Hughes (1978), with the exception that 
the latter is inapplicable to the biquadratic finite element con
figuration which is the discretization unit in the current 
analysis. Special attention in creating the finite element model 
of the current problem was paid to the findings of Gresho and 
Lee (1981), that unless the grid size in high-gradient 
subregions is sufficiently small, a smooth flow solution that 
results from the upwinding scheme may be grossly inaccurate. 

Analysis 

Flow-Governing Equations. Figure 1 shows the meri
dional view of a typical exhaust diffuser of the type often used 
in gas turbine engines. The flow in this passage is treated as 
generally swirling and turbulent. However, with the exception 
of far off-design operation modes, which are not under con
sideration here, the diffuser inlet Mach number is assumed to 

be sufficiently small (0.448 at the design point of the turbine 
stage shown in Fig. 1) to yield a practically incompressible 
flow at this station and, therefore, throughout the entire dif
fuser. Furthermore, the flow is assumed axisymmetric, 
adiabatic and steady. Under these conditions, the momentum 
and mass conversation equations can be cast in the cylindrical 
frame of reference as follows: 
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where: 
Vr, Ve, and Vz are the r, 6, and z velocity components 
p is the static pressure, 
p is the flow density, 
v, and ve!S are the eddy and effective kinematic viscosity 

coefficients, respectively (defined next). 
Turbulence Closure. The algebraic eddy viscosity model 

by Baldwin and Lomax (1978) is extended to the current ax
isymmetric flow problem. In this case, the flow variables 
utilized by the model, including the vorticity and wall shear 
stress, are now based on the meridional as well as the tangen
tial velocity components. According to this model, the effec
tive kinematic viscosity, "j»eff," in equations (1) through (3), is 
viewed as composed of two, molecular and eddy, components 
as follows: 

"eff = V,+ V, (5) 

In calculating the eddy component, vt, the procedure assumes 
the presence of two, inner and outer, layers. In the inner layer, 
the Prandtl-Van Driest formulation yields the following ex
pression: 

Nomenclature 

A = 
AR = 

M, = 

N, = 

area 
diffuser exit/inlet 
crossflow area ratio 
diffuser recovery 
coefficient = (pex -p-m)/ 
(Pin " P i n ) 
mixing length 
linear shape function 
associated with the z'th 
node of a finite 
element 
quadratic shape func
tion associated with 
the rth node of a finite 
element 

Vr, Vt. 

n 

P 
P 
Q 

z 

v* 

vt 

= outward normal unit 
vector 

= total pressure 
= static pressure 
= dynamic pressure 
= coordinates in the 

cylindrical frame of 
reference 

= radial, tangential and 
axial velocity 
components 

= weight function in the 
Petrov-Galerkin 
weighted-residual 
analysis 

y+ 

« i n 

X 

V 

P 
TW 

U 

Subscripts 
ex 
in 

= dimensionless wall 
coordinate 

= diffuser inlet swirl 
angle (positive in the 
direction opposite to 
the turbine rotation) 

= near-wall grid refine
ment factor 

= kinematic viscosity 
coefficient 

= density 
= wall shear stress 
= vorticity 

= diffuser exit station 
= diffuser inlet station 
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vtJ = P\w\ (6) 

where the subscript / refers to the inner layer. The mixing 
length, /, and the vorticity magnitude, \w\, in expression (6), 
are as follows: 

/.4-«p(^-)],,.--^;a,,d (7) 

(8) 

where: y 
A-

is the distance normal to the nearest wall, 
is the sublayer thickness; and 

r„ is the wall shear stress 

The model switches from Van Driest formulation to that of 
the outer region at the smallest value of y for which the inner 
and outer values of the eddy kinematic viscosity are equal. The 
formulation for the outer layer is given by. 

~-**^cp* maxJmax-'j 

where: 
cp1 max-'max-1 KLEB 

VM^-)\ 

(9) 

and 

,EB=\\ + 5.s(cK :)'] 
with_cmax referring to the value of y at which Fmax occurs. The 
various constants in Baldwin-Lomax model are as follows: 

A+ = 26, A: = 0.4, ^=0.0168, Ccp = 1.6; and CKLEB=0.3 

Computation of the wall shear stress, TW, is based on the 
near-wall zone treatment proposed by Benim and Zinser 
(1985). The assumption here is that the universal law of the 
wall at any wall location is extendible to an interior computa
tional node that is closest to the wall at this location. Referring 
to the distance of the interior node from the wall by ymin, the 
following recursive expression for the wall shear stress is then 
obtained: 

"iPVm 

KC^pVmink, 1/2 
min 

1II(EC% .'min 7 

for ^ i n < 11.6 

for x£ i n> 11.6 

(10) 

where: 

PCY2 
05=0.09 , K = 0 .4 , £ = 9 . 0 

with Kmin referring to the magnitude of velocity, with the 
tangential component taken into account, at the interior node. 

Remainder of the Benim and Zinser wall model was im
plemented in executing the test cases in the current study. This 
is pertinent to the use of the wall functions to calculate the slip 
velocity along the edge of the computational domain which, in 
this case, is located at a small pre-determined distance away 
from the wall. Along this distance, the dimensionless velocity, 
V+ , assumes the following form: 

V+ 

'y+ for y+< 11.6 

ln(£>+) for y+> 11.6 

(11) 

where: 

O O O FINITE-ELEMENT NODES 

@ © • EDDY VISCOSITY CALCULATION POINTS 

DIFFUSERINNER WALL 

Fig. 2 Refinement of the near-wall region for accurate prediction of the 
eddy viscosity 

V 
V+ = (12) 

Numerical implementation of the turbulence closure, in
cluding the near-wall zone analysis above, was achieved using 
an array of points that is different from the primary set of 
computational nodes. Figure 2 shows an enlarged segment of 
the computational domain near a solid wall, in which the 
primary nodes in the finite-element discretization model are 
identified by hollow circles, while the points used in the com
putations leading to the eddy viscosity at two selected nodes 
are solid circles. The objective here was twofold: to estimate 
the cut-off location between the inner and outer layer with suf
ficient accuracy, and to capture the steep gradients of the flow 
variables near the solid wall. A substantial enhancement of the 
solution was, as a result, observed during the phase of 
numerical experimentation. This, for the major part, was due 
to the excellent accuracy with which the wall shear stress was 
computed, for it was generally possible to compute the stress 
using an interior point where the dimensionless wall coor
dinate 0 + ) was acceptably small. Worth noting is the fact 
that accurate evaluation of the wall shear stress would impact 
both the computed value of eddy viscosity and wall slip veloci
ty, since the stress simultaneously appears in the turbulence 
closure as well as the universal law of the wall. 

Boundary Conditions. Preserving the flow ellipticity 
throughout the computational domain requires the specifica
tion of appropriate boundary conditions over the entire 
boundary. Of these, the conditions imposed at the solid boun
dary segments, through the use of wall functions, are discuss
ed above. At the flow inlet station, the entrance boundary-
layer thickness was assumed to be 20 percent of the inlet an-
nulus height. Outside the boundary layer, constant core values 
of the inlet velocity components were specified. As for the 
flow exit conditions, zero surface tractions were imposed as 
follows: 

in 
o, 

2pv, 
= 0 

eff 

dVr dV7 

_ ^ 1 + _ _ i = 0 

dz or 
dVg 

dz 
= 0 

Out of the various exit boundary conditions tested during 
the course of this study, the above conditions were found to be 
the least fictitious and most tolerant to nonuniform exit flow 
patterns. This observation was previously emphasized by 
Gresho and Lee (1981) in conjunction with their investigation 
of the confined and unconfined flow over a step, where the 
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flow recirculation downstream from the step extended to, and 
included, the exit station. This type of complication was to be 
anticipated in the current problem should the adverse pressure 
gradient and excessive swirl cause flow separation anywhere 
on the diffuser endwalls. In a situation such as this, the zero 
surface tractions boundary conditions, as reported by Gresho 
and Lee, would permit the flow to depart and re-enter the 
computational domain at different segments of the exit 
boundary. This, in principle, allows the flow recirculatory mo
tion to prevail at exit, as would naturally be the case. It should 
be noted, at this point, that exit boundary conditions whereby 
the streamwise gradients of the flow variables are held cons
tant, are hardly applicable to the current problem, even when 
accompanied by adjustments in the exit through-flow velocity 
between iterations in order to conserve the mass flow rate. 
Successful use of such simple exit conditions by Hah (1983), in 
his conical diffuser flow analysis, may have been a result of 
the relatively small divergence angle of the conical passage in 
Hah's study. The exit boundary conditions, in the present 
study, are finalized by fixing the static pressure magnitude at 
an arbitrary point on the exit station. This, in effect, defines a 
datum to which the static pressure throughout the computa
tional domain is referenced. 

Finite-Element Formulation. A special version of the 
Petrov-Galerkin weighted residual method is used to derive 
the finite-element form of the flow-governing equations. The 
current approach ensures upwinding of the convection terms 
in the momentum equations while preserving the elliptic 
nature of the diffusion terms. This, for a simple orthogonal 
grid, would be equivalent to backward-differencing the con
vection terms and central-differencing the diffusion terms in 
the conventional finite-difference analyses of inertia-
dominated flows. Successful implementation of this strategy, 
within a finite-element context, was achieved by Hughes 
(1978) for only simple (linear ^nd bilinear) finite-element con
figurations by modifying the integration algorithm in the 
process of deriving the element equations. This effectively 
eliminated the wiggles in the streamwise pressure variation 
which are typically associated with the conventional 
Galerkin's weighted residual approach when applied to high 
Reynolds number flows. Expansion of essentially the same 
concept to a highly accurate biquadratic element, by selecting 
the weight functions on a term-by-term basis, is described in 
this section. Note that an alternate, but impractical, means of 
obtaining a physically meaningful pressure field under the 
conventional, and recognizably accurate, Galerkin's method 

would require an unrealistically fine computational grid for 
the elemental Peclet numbers to be sufficiently small. 

The characteristic features of the finite element discretiza
tion model in the current study are shown in Fig. 3. The 
discretization unit, which is a nine-noded curve-sided finite 
element of the Lagrangian type (Zienkiewicz, 1971) is 
separately shown in Fig. 3 in both the local and physical 
frames of reference. Within a typical element (e), let the 
spatial coordinates be interpolated as follows: 

9 9 

*(e)=2>,<J-,,,)«/, r<«>=2>,(r,„)r, 

where TV, are quadratic "shape" functions (Zienkiewicz, 1971) 
associated with the element corner, midside and interior 
nodes. Next, the flow variables are interpolated throughout 
the element in a similar fashion. Guided by the 
Ladyshenskaya-Babuska-Brezzi compatibility requirements 
(Carey and Oden, 1986) for the problem at hand, the velocity 
components and pressure are expressed as follows: 

9 9 

ne) = !>/(*". v)VZJ, v^ = I>,.(r, v)VrJ, 

ne) = I> , ( r , v)v,j, P(C) = E M*(f. v)p* 

where Mk are the linear shape functions associated with the 
element corner nodes. 

According to the weighted residual method, the error func
tions produced by equations (1) through (4) as a result of 
substituting the interpolation expressions, above, are then 
made orthogonal to a special set of weight functions over the 
finite element subdomain. In constructing the latter set of 
functions, the so-called error consistency criterion of Hood 
and Taylor (1974) was implemented, whereby the element 
shape functions, Mk were used in conjunction with the con
tinuity equation. On the other hand, quadratic functions 
which include the element shape functions "N" and a set of 
derived functions "W" were used in conjunction with the 
momentum equations in such a way to ensure full upwinding 
of the convection terms. Of these, the functions "W" were 
previously defined by Heinrich and Zienkiewicz (1977) in 
terms of the shape functions and some upwinding constants 
which depend on the element geometry and local velocity 
direction. 

a VELOCITY IS A DEGREE OF FREEDOM 

® VELOCITY AND PRESSURE ARE DEGREES OF FREEDOM 

LOCAL 
FRAME OF REFERENCE PHYStCAL SPACE 

Fig. 3 Finite-element discretization model 
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Having defined the weight functions, derivation of the 
finite-element equivalent to equations (1) through (4) is 
straight forward. The process requires linearization of these 
equations, using known values for the velocity components 
and eddy viscosity, and use of Gauss divergence theorem. The 
final form of these equations for the typical element (e) is as 
follow: 

ff fA (9N, dN: dNi dNj\ /y dNj 

. dNr 
+ v, dz / 

Ni^L^l + IfNiNj]rdA\vrj 
' dr dr r2 J) J r,J 

I! , ( e ) ' 

dv, dN: , 1 

dz dr 

(13) 

= ^»i(e) vatrN^n'W^dL (14) 

/ . aW: . dN:\ dP, BN:-) 1 

0 

(15) 

(16) 

In these equations, the subscripts " /" and "j" vary from 1 to 
9, while ' k" varies from 1 to 4. Also the symbol ( ) in these 
equations signifies a value that is known from a previous itera
tion or an initial guess. The global set of equations is achieved 

by assembling equations (13) through (16) among all elements, 
for the current iterative step, and the result is a system of 
linear algebraic equations in the flow nodal, variables. 

Method of Solution. In an attempt to reduce consumption 
of the computer resources, the ^-momentum equation (14) was 
uncoupled and separately solved as part of an iterative pro
cedure that is basically similar to that by Baskharone and 
Hensel (1989). Note that the term containing "V6j" in equa
tion (13) now belongs to the right hand side of the equation 
where it is treated as a "source" term, and is progressively up
dated during the iterative solution procedure. The set of finite-
element equations in each computational step was assembled 
and simultaneously solved using the frontal method of Hood 
(1976). 

In progressing from one iteration to the next, an underrelax-
ation factor is applied to the nodal values of flow variables to 
ensure monotonic convergence. The optimum value of this 
factor in the current study was found to be 0.7 for all cases 
considered. 

Results and Discussion 

The current computational model was applied to a repre
sentative exhaust diffuser of a commercial gas turbine engine 
(Fig. 3). This is one of the so-called "clean" diffusers in light 
of its low total pressure loss/static pressure recovery ratio. 
The diffuser is of the contoured-wall type, as shown in Fig. 3, 
with an area ratio of 1.61, a length-to-inlet height ratio of 3.70 
and a design-point Reynolds number (based on the average in
let velocity and the diffuser length) of 5.4 X 105. Performance 
of this diffuser at design and off-design operation modes was 
simulated in a cold rig by varying the diffuser inlet swirl angle. 
The test established the diffuser recovery characteristics over a 
wide range of operation, part of which is investigated in this 
study. 

Grid Dependency of the Flow Field. Sensitivity of the 
numerical solution to the size of the finite element model and 
the level of field resolution it provides was first investigated. 
In all cases considered, the number of cross-flow stations in 
the meridional view between the inlet and exit stations (Fig. 4) 
was fixed at 29, while the number of grid lines between the 
endwalls, referred to as Nr, was varied from 5 to 11. The latter 
family of grid lines was constructed with varying increments in 
the radial direction. To better quantify this variation, the 
growth of increments from either one of the diffuser walls to 
the mean line at any axial location was made to be that of the 
geometric sequence type with a common ratio "X", where 
1.5<X<3.5. Illustrated in Fig. 5 is the geometrical effects of 
varying "X" from 1.75 to 2.25 for the case where Nr is fixed at 
9. Note the drastic change in the width of the wall elements as 
a result. 

Shown in Fig. 5 is the error, based on the experimental data, 
of the computed recovery coefficient "Cp" at the diffuser 
design point for a matrix of finite-element grids. The various 

REFINEMENT FACTOR (A) = 1.75 REFINEMENT FACTOR (A) = 2.25 

Fig. 4 Geometrical effects of varying the refinement factor (X) in con
structing the finite-element grid 
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combinations of "Nr" and "X" in this figure represent viable 
finite-element model configurations which, to varied levels, 
ensure proper field resolution. Examination of the figure 
reveals that the error in the predicted recovery coefficient for 
Nr = 9 and X = 2.25 is about 5.5 percent. This, plus the asymp
totic nature of the error curve near this point, led to the choice 
of this "Nr" and "A" combination for the remainder of the 
numerical investigation. The choice was, to a lesser degree, in
fluenced by the desire to minimize the core and CPU time con
sumption that would naturally be associated with larger wall-
to-wall station counts. 

Diffuser Flow Field and Off-Design Performance. A 
primary objective in the current study was to apply the flow 
model to the diffuser off-design flow field. The intention here 
was to continue the process of verifying the computational 
model under some potentially challenging flow conditions, 
and to appraise the diffuser tolerance to off-design turbine 
operation as an important design criterion. Since the flow 
compressibility, as dictated by the turbine exit Mach number, 
was unchangingly negligible over the entire operation range, 
transition to off-design diffuser operation was simulated by 
incrementing the average inlet swirl angle while maintaining its 
characteristic profile, as well as that of the through-flow 
velocity. Figure 6 shows a comparison between the computed 
and measured recovery coefficient "Cp" over a range of off-
design diffuser operation. The nonsymmetric shape of the ex
perimental data in this figure is suspected to be primarily 
caused by such factors as distortions in the inlet velocity pro
files and the presence of exhaust struts in the actual diffuser 
passage. In fact, it is perhaps more meaningful, yet not suffi
ciently rigorous, to compare the numerical results to an "ad
justed" experimental curve whereby the actual curve is shifted 
in such a way to associate the point of maximum recovery with 
a diffuser inlet swirl angle of zero as shown in Fig. 6. Altering 
the experimental data in this manner is merely intended to 
establish common grounds for a qualitative comparison with 
the numerical results, since the latter are the outcome of a flow 
field in which the above-mentioned complications are 
neglected. With this in mind, it is apparent that the overall 
agreement between the two sets of data in Fig. 6 is clearly good 
and, to a sufficient extent of certainty, validates the various 
details of the computational model. Worth noting in Fig. 6 is 
also the fact that boundary layer separation over the hub sur
face begins to exist at an inlet swirl angle of 18 degrees (point 
"S" in Fig. 6). This flow recirculation zone is, at first, 
confined to the region just upstream from the exit station, but 
continues to grow in size as the inlet swirl angle is elevated. 

INLET SWIRL ANGLE („ ,„ ) = 1.3 DEG. INLET SWIRL ANGLE (o ,„) = 25 DEG 

Fig. 7 Vector plots of the meridional velocity at design and off-design 
operating conditions 

It is apparent that the fairly wide range of decent pressure 
recovery by the diffuser (Fig. 6) is caused by the manner in 
which the diffuser boundary is contoured, particularly in the 
near-exit casing segment (Fig. 3). The concave shape of this 
segment is believed to retard the flow separation over the cas
ing and, perhaps appreciably, over the hub as the exit station 
is approached. This favorable effect becomes more valuable at 
off-design operation where excessive swirl angles create the 
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Fig. 5 Deviation of the computed recovery coefficient from the ex
perimental value under design-point diffuser operation 
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Fig. 8 Axial distribution of the radially-averaged static pressure at 
design and off-design operating conditions 

tendency for boundary layer separation with which reattach
ment is, in view of the adverse pressure gradient, unlikely. 

Figures 7 and 8 reveal significant details of the diffuser flow 
field at design and off-design operation. These correspond to 
inlet swirl angles of 6.3 degrees and 25 degrees, respectively. 
First, the radial profiles of the through-flow velocity are 
shown in Fig. 7, where it is evident that the design-point flow 
field is separation-free. The figure also shows that boundary-
layer separation indeed prevails over the hub surface at 
ain = 25 degrees (point Q in Fig. 6) as a result of the substantial 
elongation of the flow trajectory across the diffuser in this 
case. Note that the large centrifugal force acting on the flow 
particle, as a result of the large tangential velocity component 
in this case, provides an additional source for flow separation 
since it creates a radially outward shifting of the flow par
ticles. The impact of this flow pattern on the radially-averaged 
static pressure variation in the axial direction is illustrated in 
Fig. 8. Examination of this figure reveals that the blockage 
associated with the flow recirculation subdomain at ain = 25 
degrees is, in an average sense, causing a local through-flow 
acceleration in the diffuser segment between point "M" (Fig. 
8), where the local average pressure is higher than the exit 
pressure, and the exit station. The decline in static pressure 
across this segment is also a result of a significant total 
pressure loss in the recirculation zone. 

Concluding Remarks 

The swirling flow field in exhaust diffusers of the type used 
in gas turbine engines was analyzed with emphasis on the dif
fuser off-design operation. The analysis is based on the 
weighted-residual finite-element method, and employs the 
concept of upwinding in deriving the finite-element equations. 
Successful simulation of the flow turbulence within the flow 
model through an algebraic closure is believed to be a result of 
the accuracy with which the wall shear stress was computed. 
The model is provenly applicable to moderately separating 
flows which are typically associated with off-design per
formance of diffusing passages in gas turbines. A represen
tative case involving the exhaust diffuser of a commercial gas 
turbine engine was used to both verify the model, as well as ex

amine the pressure recovery characteristics which, in turn, dic
tate the total-to-static efficiency of the turbine/diffuser 
system. The good agreement between the numerical and ex
perimental results in this case may be a sufficiently good basis 
for advocating the use of this, and perhaps more 
sophisticated, finite elment-based models in analyzing the 
flow fields in complex gas turbine components where domina
tion of the inertia forces has traditionally been a discouraging 
feature. 
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Wall Pressure and Shear Stress 
Variations in a 90-Deg Bifurcation 
During Pulsatile Laminar Flow 
Wall pressure distribution and shear stress fields for pulsatile laminar flow in a 90-
degree bifurcation with rectangular cross sections are evaluated using the results of 
the numerical solution of the Navier-Stokes equation. The extent of the adverse 
pressure gradient on the bottom wall of the main duct and the upstream wall of the 
branch closely correlate to the behavior of the two dynamic recirculation zones 
which are formed on these two walls. Multiple zones of high and low shear stresses 
at various sites in the bifurcation are observed. The extent of the fluctuations of 
the maximum and minimum shear stress is identified. Next-to-the-wall laser Doppler 
anemometer velocity measurements are used to estimate the shear stress distribution 
on the walls. In general, qualitaitve agreement between the experimental and com
puted wall shear stress values is observed. The variation of the wall shear stress in 
the vicinity of the branch is discussed in light of the highly perturbed flow field. 

1 Introduction 
The hemodynamics of the human circulatory system have 

been identified as a contributing factor to atherogenesis and 
cardiovascular diseases by a number of researchers (see Pedley, 
1980; Rodkiewicz, 1983; and Fung, 1984). Well-established 
clinical evidence clearly indicate that atheromatous lesions first 
form in specific regions of arteries, namely near bends and 
branches. Due to evidence of damage to arterial walls and 
blood components, shear stress has been cited as a parameter 
responsible for atherogenesis. Specifically, two shear stress 
dependent mechanisms for atheromatous plaque formation 
have been presented. Fry (1969) showed that the endothelium 
of arteries may be damaged due to presence of high shear 
stresses, and thus the plaques form in these regions. Caro et 
al. (1971) suggested that regions of low mass transfer, i.e., low 
shear stress, allow for areas of lipid accumulation and thus 
atherosclerosis. Accordingly, many researchers have investi
gated the role of arterial wall shear stress in the localization 
and/or initiation/development of lipid and cholesterol accu
mulation. A number of important papers in this area has al
ready been referred to in the earlier publications of Liepsch 
et al. (1982) and Khodadadi et al. (1988), who investigated 
steady and pulsatile laminar flow in a plane 90-degree bifur
cation, both experimentally and numerically. Thus, only those 
papers which directly relate to the present geometry and the 
focus of this study are reviewed here. Kawaguti and Hamano 
(1980) performed a numerical study of two-dimensional pul
satile flow in a 90-degree bifurcation. They concluded that for 
the case similar to blood flow in an artery, the amplitude of 
shearing stress variation is higher in the neighborhood of the 
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trailing edge corner and downstream of the leading edge corner 
in the branch. A numerical investigation of steady laminar 
forced convective heat transfer in a two-dimensional 90-degree 
bifurcation was recently reported by Khodadadi et al. (1986). 
The locations and sizes of the three recirculation zones in the 
main duct and the branch were quantified for a wide range of 
the Reynolds number and dividing flow rate. 

The present work is an extension of the recent paper of 
Khodadadi et al. (1988) and is concerned with evaluating the 
wall pressure and shear stress variations using the results of 
the numerical prediction of pulsatile laminar flow in a two-
dimensional 90-degree bifurcation with solid walls. The sche
matic diagram of the bifurcation model is shown in Fig. 1. 
Although the bifurcation geometry has been simplified in order 
to study the basic flow phenomena while avoiding secondary 
flow effects, the successful application of the present com
putational method will guide its extension to three-dimensional 
geometries, which are encountered in human arterial tree. 

2 Experimental Estimation of Wall Shear Stress 
Extensive experimental studies in the bifurcation model of 

Fig. 1 have been reported by Liepsch et al. (1982) and Kho
dadadi et al. (1988), who obtained detailed velocity measure
ments in the symmetry plane (z = W/2) using a laser Doppler 
anemometer (LDA). The bifurcation test-section shown in Fig. 
1 was fabricated from plexiglas with a 10 mm x 80 mm rec
tangular cross section. This aspect ratio of 8:1 was chosen in 
order to eliminate the effects of side wall boundary layer in
teractions, and to ensure two-dimensionality at the measure
ment plane. A glycerine-water solution with a dynamic viscosity 
of ix = 0.0084 - 0.0120 Pa sec was pumped through the 
bifurcation model. The flow rate ratio, ft, was adjusted by 
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Measurement Plane ay 
dt 

+ (V«V)V = -Vp+vV V 
p 

(2) 

Fig. 1 Ninety degree bifurcation model 

small regulator tanks and was determined by weighing the fluid 
collected over a time interval in both branches of the bifur
cation. A sinusoidal oscillating flow produced by a piston 
pump was superimposed on the steady flow. Detailed descrip
tion of the experimental apparatus and the LDA system can 
be found in the two papers referenced above. In both of these 
papers, the measured velocity profiles were compared to the 
numerical solution of the Navier-Stokes equation. The flow 
was predicted very well in regions away from the separation 
zones. The observed discrepancies in the separation regions 
were attributed to numerical inaccuracies which are inherent 
in the calculations. The flow conditions of the experimental 
and numerical study of Khodadadi et al. (1988) were: 

(a) Re = 38, a = 4.1 and/3 = 0.7, 

(b) Re = 102, a = 4.9 and /3 = 0.7. 

The time-dependent characteristics of the computed wall 
pressure variation and shear stress fields corresponding to these 
operating conditions are presented in this paper. Limited tem
porally resolved wall pressure measurements were reported in 
the work of Khodadadi et al. (1988) at the inlet plane (x/H 
= - 3.5). Direct wall shear stress measurements were not per
formed. However, accurate next-to-the-wall LDA velocity 
measurements were obtained at a location 0.15 mm (1.5 percent 
of channel height) from the wall of the channel. The estimated 
accuracy of these velocity measurements was five percent of 
the local velocity. By assuming that a linear velocity profile 
exists very close to the wall, estimated wall shear stress values 
have been deduced from velocity measurements and are pre
sented in this paper for the first time. 

3 Mathematical Approach 
The present calculations were based on the SIMPLE pro

cedure of Patankar (1980). This prediction procedure uses 
primitive variables, i.e., velocity components and pressure. 

3.1 Governing Equations and Boundary Conditions. The 
continuity and momentum transport equations governing the 
present flow are: 

V-V = 0 (1) 

The computational domain extended for ten channel heights 
in both directions (x/H from - 3 . 5 to 6.5 and y/H from 
- 0.5 to 9.5). The dependent variables or their normal gradients 
should be specified along all the boundaries of the bifurcation 
model. The inlet plane was located 3.5 channel heights up
stream of the origin of the coordinate system identified in Fig. 
1. The measured fluctuating velocity profiles at the inlet station 
compared very well to the analytic solution for fully developed 
oscillatory flow (see Khodadadi et al., 1988). The measured 
velocity profiles at 22.5 deg phase angle intervals were used as 
inlet boundary conditions for the numerical computations, 
whereas linear interpolation was utilized to obtain the inlet 
velocity profiles at phase angles other than increments of 22.5 
deg. The v velocity component at the inlet plane was set to 
zero and no-slip condition was imposed along the walls. It was 
also guaranteed that the velocity profiles at both outlets were 
fully developed (oscillatory) by choosing the outlet boundaries 
at reasonable distances from the bifurcation. 

3.2 Computational Details. An unevenly spaced grid of 36 
X 35 was used, with dense grid lines placed in regions of steep 
spatial gradients. The grid independence test of Khodadadi et 
al. (1986), which involved computation of the flow with coarser 
and finer grids, has shown the adequacy of the present grid. 
Twenty-six time steps in a cycle were utilized. The number of 
iterations for each time step ranged from 60 to 100. Once the 
velocity field was obtained, the shear stress variation was found 
by evaluating: 

/du dv\ 

> = ,x\fy+Tx) (3) 

The wall shear stress variations were obtained by assuming 
a linear velocity profile very close to the wall. The shear stress 
field was nondimensionalized by r j = 6fiUm/H, the wall shear 
stress for steady, laminar fully developed channel flow. 

4 Results and Discussion 
A summary of previous findings relating to the locations of 

the two separation zones in the branch model is presented first. 
This will be followed by the discussion of the wall pressure 
distribution and shear stress field. 

4.1 Recirculation Zones. The study of Khodadadi et al. 
(1988) showed that two dynamic separation regions are estab
lished in the bifurcation. One is located on the bottom wall 
of the main duct opposite of the downstream side of the branch 
and the other along the upstream side wall of the branch. The 
steady flow results of Khodadadi et al. (1986) indicated that 
for Re = 102, the separation and reattachment points in the 
main duct were located at x/H = - 0.11 and x/H = 1.46, 
respectively. For Re = 38, no recirculation pattern was ob
served in the main duct. The separation point in the T-branch 

N o m e n c l a t u r e 

/ = frequency of pulsation 
H = duct height, Fig. 1 
p = pressure 

pIef = reference pressure near the in
let plane 

Re = Reynolds number, HU,„/v 
t = time 
u = velocity component in the x-

direction 
Um = space-time averaged inlet ve

locity 

v = velocity component in the y-
direction 

v = volumetric flowrate 
V = velocity vector 
W = duct width, Fig. 1 

x, y = Cartesian coordinates 
a = Stokes number, 0.5H(27r//e)1/2 

/3 = dividing flow rate ratio, 
v /v ,„ , Fig. 1 

/x = dynamic viscosity 

v = kinematic viscosity 
p = density 

max = maximum nondimensional 
shear stress 

rmin = minimum nondimensional 
shear stress 

TW = wall shear stress 
TJ = wall shear stress (fully devel

oped steady flow) 
rxy = shear stress, equation (3) 
co = angular frequency, 2ir/ 
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was located around y/H = 0.57, while the reattachment points 
for Re = 38 and Re = 102 were found at y/H = 1.17 and 
2.10, respectively. 

The estimated location of the separation and reattachment 
points in the main and branching ducts are plotted as a function 
of phase angle in Figs. 2(a) and 2(6), respectively. The results 
indicate a substantial variation of the size of the recirculation 
zone during the cycle when compared to the steady flow case 
which was discussed above. An increase of the Reynolds num
ber results in an increase of the size of the separation zones. 
There is a phase-lag of about 220 deg between the pressure 
gradient wave and the separated bubble size. Around zero 
phase angle, there is no recirculation region in the main duct 
for the two Reynolds numbers studied. Similarly, there is no 
separation in the branch for the lower Reynolds number around 
zero phase angle. 

4.2 Wall Pressure Variation. The distribution of the wall 
pressure is closely related to the location of the separated zones 
which was presented in section 4.1. The variation of the non-
dimensional pressure along the lower wall of the main duct at 
45 deg phase angle intervals is shown in Fig. 3. The case of 
Re = 102 is chosen since it clearly demonstrates the repre
sentative wall pressure behavior. Adverse pressure gradients 

(— > 0) are present throughout the cycle in the range - 1 < 
ox 

x/H < 2, which correlate closely to the location of the recir
culation zone discussed in Fig. 2(a). The adverse pressure gra
dient is responsible for retarding the flow, thus causing it to 
separate. Farther downstream of the bifurcation, the pressure 
gradient assumes uniform values along the duct wall through
out the cycle as the fully developed (oscillatory) state is reached. 
In general, similar trends were observed for the case of Re = 
38. 

To further reinforce the conclusions drawn from Fig. 3, we 
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Fig. 2 Temporal variation of the size of the recirculation zones in (a) 
main duct and (b) T-branch 
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turn our attention to the distribution of the pressure on the 
upstream wall of the T-branch, which shelters a recirculation 
zone as seen in Fig. 2(b). This variation is shown in Fig. 4 for 
Re = 102. The separation point on this wall is located at 
y/H = 0.57, while .the reattachment point varies between y/ 
H = 1.5 and 2.8 during the cycle. Between y/H = 0.57 and 
1.5, the pressure gradient is always positive, while it might 
assume negative values in the range 1.5 < y/H < 2.8, de
pending on the size of the separated, region at that instant in 
the cycle. 

4.3 Shear Stress Field. The perturbed flow field in the vicinity 
of the bifurcation can cause marked effects on the shear stress 
field. The contours of nondimensional shear stress field are 
presented in Fig. 5(a-d) for Re = 102, a = 4.9 and (3 = 0.7, 
at 90 deg phase angle intervals. It is seen that similar to the 
findings of the numerical work of Kawaguti and Hamano 
(1980), two regions of high (absolute value) shear stress are 
permanently featured in the vicinity of the leading (x/H = 
-0 .5 , y/H = 0.5) and trailing (x/H = y/H = 0.5) edges of 
the bifurcation. Within the high stress zone of the trailing edge, 
Tmin fluctuates between the values of -2.10 and -5.18 in the 
cycle. Opposite to the trailing edge of the bifurcation and on 
the bottom wall of the main duct, a zone of low (absolute 
value) shear stress (nearly zero) is formed. A similar pattern 
of low shear stress is observed on the upstream side wall of 
the bifurcation. The shear stress field behaved similarly for 
the second case with Re = 38, however with reduced strength 
of the high shear stresses. The values of the maximum and 
minimum shear stresses during a cycle are summarized in Table 
1. The maximum shear stresses for the two cases are very 
similar. On the other hand, the absolute values of the minimum 
shear stress for Re = 102 are generally twice those observed 

Fig. 3 Pressure variation on the bottom wall of the main duct for Re = 102 

Fig. 4 Pressure variation on the upstream wall of the T-branch for 
Re = 102 
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Fig. 5{a-d) Contours of nondimensional shear stress for Re = 102, a = 4.9, and (3 = 0.7 

Table 1 Variation of the computed Tmm and Tmin in a cycle 
Re ut = 0° 45° 90° 135° 180° 225° 270° 315° 

38 4.1 

102 4.9 

max 

' m i n 
0.7 

0_7 ) 'mi"< 

1.12 
1.58 

1.13 
2.77 

1.45 
-2 .21 

1.45 
-3 .94 

1.46 
-2 .91 

1.45 
-5 .18 

1.21 
-2 .78 

1.22 
-5 .12 

0.81 
-2 .19 

0.92 
-4 .32 

0.56 
-1 .52 

0.71 
-3 .23 

0.51 
-0 .94 

0.57 
-2 .15 

0.73 
-1 .05 

0.74 
-2 .10 

Uncertainty in Re = ±2. Uncertainty in a = ±0.2. 
Uncertainty in /3 = ±0.03. Uncertainty in rmax and Tmin = ±0.05. 
For all the uncertainty estimates, the assumed odds were 20:1 

for Re = 38. Identifying these high and low shear stress zones 
are of great interest, since it is known that hemolysis may occur 
in zones of high shear stress with the undesirable release of 
hemoglobin in the blood stream. At the same time, coagula
tions may form in the low stress regions by the entrained 
platelets, red cells and lipoids which result in the establishment 
of atherotic plaques and thrombi. In making these general 
statements, it should be noted that the shear stress patterns 
are greatly influenced by the geometry of the arterial branch 
(radius of curvature of the branch) and flow conditions (Re 
and 0). 

The wall shear stress variations on the top and bottom walls 
of the main duct are presented next. The case of Re = 102 is 
only discussed due to its similarity to the case of Re = 38. 
The distribution of the computed and measured shear stresses 
(which are nondimensionalized by T% ) on the two walls of the 
main duct are shown in Fig. 6. The symbols represent the 
estimated experimental values, whereas different types of lines 
are used for numerical predictions. Close to the inlet plane 

(x/H < - 2), the absolute values of the computed shear stresses 
on the two walls at a given phase angle are nearly equal. 
However, as the fluid approaches the upstream edge of the 
bifurcation (x/H = -0 .5 ) , the absolute value of the shear 
stress on the top wall of the main duct monotonically increases, 
while the opposite behavior is observed on the bottom wall. 
This is due to the high value of the dividing flow rate ratio 
OS) which causes the boundary layer on the top wall to be much 
thinner than the one which has developed on the bottom wall. 
This trend is also exhibited by the measured stresses at the 
upstream edge. The flow separates on the bottom wall of the 
main duct and the values of computed wall shear stress in the 
separated zone vary between - 0 . 4 and +0.4 in a cycle. The 
mismatch between the experimental and computed values in 
the range 0 < x/H < 1 is mainly due to the poor performance 
of the computational technique in the separated zones (as high 
as 20 percent when compared to LDA measured values). High 
values of shear stress are observed at the trailing edge of the 
bifurcation which behaves very similar to a stagnation point. 
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Fig. 6 Comparison of computed and measured wall shear stress dis
tribution in the main duct for Re = 102 (uncertainty in measured wall 
shear stresses is ±0.03, in x/H = ±0.015 at 20:1 odds) 

Downstream of the x/H = 2 station, the shear stresses on 
both walls assume constant and nearly equal values (absolute 
value) as the flow approaches the fully developed oscillatory 
state. Finally, it should be noted that steady-state wall shear 
stress distribution is such that it is equal to — 1 and +1 on 
the top and bottom walls at the inlet plane, respectively. Far 
downstream in the main duct, it is equal to ±(1 -/3) on the 
walls. 

The comparison of the computed and experimental shear 
stresses on the two walls of the T-branch is presented in Fig. 
7. The values of nondimensional shear stress within the sep
arated zone which is formed on the upstream wall vary between 
- 1 and +1 in a cycle. Very high values of shear stress are 
seen on the downstream wall of the branch in the range 0.5 
< y/H < 1.5. The minimum wall shear stress values shown 
in Table 1 were observed in this range. Specifically, they are 
located at y/H = 0.8. This phenomenon ensues from the 
presence of the dynamic recirculation zone on the upstream 
wall, which causes the velocity near the downstream wall to 
increase dramatically, thus resulting in the marked values of 
the wall shear stress. A similar less-pronounced behavior takes 
place on the top wall of the main duct at x/H = 0.55 (Fig. 
6). Farther downstream of the y/H = 3 station, the shear 
stresses on both walls assume uniform values as the fully de
veloped oscillatory state is reached. 

Conclusions 
From the results presented above, the following conclusions 

are drawn: 
* The behavior of the two recirculation zones, which are 

formed on the bottom wall of the main duct and the upstream 
wall of the branch, is closely tied to the presence of adverse 
pressure gradients on the same two walls. 

8 Two zones of high shear stress are observed around the 
leading and trailing edges of the bifurcation. Regions of low 
shear stress occur in the same locations where the two dynamic 
recirculation zones are formed. 

9 The high dividing flow rate ratio and the presence of the 

Fig. 7 Comparison of computed and measured wall shear stress dis
tribution in the T-branch for Re = 102 (uncertainty in measured wall 
shear stresses is ±0.03, in y/H = ±0.015 at 20:1 odds) 

two recirculation zones are directly responsible for the high 
wall shear stress values which are observed in the vicinity of 
the branch. In general, the computed and measured wall shear 
stresses exhibit qualitative agreement. The numerical technique 
performs poorly at the leading and trailing edges (zones of 
high shear stress), and inside the separation regions (zones of 
low shear stress). At other positions, poor correlation between 
the experimental and numerical results were also observed. 
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Basic Experiments Related to the 
Advanced Solar Pond (ASP) 
Performance 
This paper concerns an experimental evaluation of the basic aspects of operation 
of the advanced solar pond (ASP). Experiments were carried out in a laboratory 
test section in order to assess the feasibility of the density gradient maintenance in 
stratified flowing layers. The density stratification was caused by a non uniform 
distribution of temperatures in the flow field. Results of the experiments are reported 
and analyzed in the paper. Experimental data were used in order to calibrate the 
numerical model able to simulate heat and momentum transfer in the ASP. The 
numerical results confirmed the validity of the numerical model adopted, and proved 
the latter applicability for the simulation of the ASP performance. 

1 Introduction 
The conventional solar pond (CSP) is schematically shown 

in Fig. 1(a). It is a shallow water body which virtually provides 
a trap for solar radiation. The solar radiation is converted into 
thermal energy, which is accumulated in the bottom layers of 
the water body. 

In the CSP we identify three major fluid layers as shown in 
Fig. 1(a): 

—surface layer, which is completely mixed due to atmos
pheric effects, and subject to a washflow, 

—barring layer, which is comprised of a stagnant fluid, and 
subject to a large stabilizing salinity gradient. It separates the 
thermal layer from the surface layer, 

—thermal layer, which is fully mixed and subject to hori
zontal flow needed for the exploitation of the thermal energy 
accumulated in this layer. 

It should be noted that there is no definite terminology 
referrring to the various fluids layers of the CSP. Some studies 
utilize the term upper convective zone (UCZ) or surface con-
vective zone (SCZ) for the surface layer of the CSP. Some 
studies apply the term gradient zone (GZ), other apply the 
term nonconvective zone (NCZ) to the barring layer. Some 
studies apply the term storage zone (SZ), other apply the term 
lower convective zone (LCZ) for the thermal layer of the CSP. 
In our present study as well as the previous ones (Rubin and 
Bemporad, 1989a; 1989b; Rubin etal., 1988) we prefer to apply 
the terminology represented in the previous paragraph and Fig. 
1(a) due to the concise names of the fluid layers which do not 
need to be abbreviated. We also could find some difficulties 
in applying the abbreviated terminology for different types of 
improved solar ponds. 

In the advanced solar pond (ASP) (Osdor, 1984; Rubin and 
Bemporad, 1989a; 1989b), there is an additional stratified ther-

Wash flow 
injection 

Thermal flow 
injection 

I 

Salinity 
temperature 
density 

Plastic net 

Surface layer 

\ 

^;-

Barring layer y r \ 

Thermal layer 

Rigid bottom 

Selective 
withdrawal 

-VZ/////A-
Heat exploitation 

Fig. 1(a) The conventional solar pond (CSP) 
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Fig. 1 Basic configuration of major fluid layers in the solar pond 

mal layer as shown in Fig. 1(b). This layer is comprised of 
several sublayers. Each sublayer is equipped with injection and 
withdrawal ports. Therefore a multiselective injection and 
withdrawal procedure characterizes the ASP. 
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The idea of the ASP stems from the need to increase the 
efficiency of the CSP. The multiselective withdrawal system 
of the ASP should prevent any heat transfer from the thermal 
layer towards the solar pond surface. It should also enable 
catchment of some thermal energy accumulated in the barring 
layer by reducing the temperature existing at the top of the 
flowing thermal layer. Minimization of heat losses by diffusion 
from the thermal layer towards the surface of the CSP can be 
achieved by operating the CSP with a temperature gradient 
close to zero at the boundary between the thermal layer and 
the barring layer. However such a procedure means variable 
seasonal operating temperature. It also leads to comparatively 
large depths of the solar pond and thereby large quantities of 
thermal energy are caught in the barring layer of the CSP. It 
should also be noted that the zone of zero temperature gradient 
has a limited horizontal size. Catchment of some heat quan
tities from the barring layer of the CSP usually means a sig
nificant reduction of the operating temperature of the CSP 
thermal layer. Other advantages of the ASP include flexibility 
in operation as exemplified by our previous studies (Rubin and 
Bemporad, 1989a; 1989b) 

Proper operation of the CSP depends on the ability to inject 
comparatively cold water at the solar pond entrance and to 
withdraw hot water at the pond exit, while preserving the stable 
density profile of the stagnant barring layer, which prevents 
thermohaline convection in the water body. Several studies 
(Hull, 1980; Joshi and Kishore, 1986; etc.) considered the basic 
theoretical aspects of the CSP performance. Beside all those 
aspects, in the ASP all issues associated with the stable non
uniform density distribution in the flowing stratified thermal 
layer should be studied. The major issue refers to the ability 
to generate and preserve the structure of such a flowing layer. 
In the present study we report on the first stage of the eval
uation of such a capability. We utilize an experimental setup 
in which the density stratification in the flowing layer is induced 
by a stabilizing nonuniform distribution of temperature. In 
order to minimize mixing effects in the flowing layer it is 
designed to be subject to smooth laminar flow. In the following 
sections we describe the experimental setup and the perform
ance of the experiments. Later we analyze the experimental 
results and utilize them for the calibration and verification of 
the applicability of the numerical model developed in our pre
vious studies (Rubin and Bemporad, 1989a; 1989b) for the 
simulation of the ASP performance. 
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Fig. 2 Scheme and description of the experimental setup 

2 Description of the Experimental Setup 

The experiments were performed in the laboratory setup 
shown in Fig. 2. The major components of the experimental 
setup are described as follows: 

1. Mixing Unit. Water of different temperature is intro
duced into this Unit where the multiselective injection is pre
pared. Each port sets the selected temperature to provide the 
profile in which density decreases upwards. 

2. Entrance Unit. From the Mixing Unit the flowing ther
mal sublayers are injected to the Entrance Unit. This device 
provides a mechanism creating the most appropriate velocity 
distribution in the water body. In order to avoid turbulent 
mixing and instabilities of the Kelvin-Helmoltz type in the flow 
field, a laminar profile with no inflexion points was selected 
for all experiments. The Unit has 17 entrance ports to regulate 
the entrance of each sublayer into the channel test section. The 
upper and lower ports are 5 cm wide, other ports are 2 cm 
wide. 

Nomenclature 

d 

D = 

h = 

H = 
K = 
L = 

Q = 

Qm = 

T = 

specific heat, JKg" °C~ 
thickness of the stratified 
thermal layer, m 
thickness of the test channel, 
m 
gravitational acceleration, 
ms~2 

distance between the channel 
bottom and the surface layer, 
m 
depth of the surface layer, m 
coefficient, dimensionless 
characteristic buoyancy length 
of the stratified layer, m 
flow-rate of the stratified 
layer, m3s~' 
flow-rate of the surface layer, 
m V 
temperature, °C 
temperature of the surface 
layer, °C 

T'atm = atmospheric temperature, °C 
u = flow velocity, m s - 1 

uL = flow velocity at the left side 
of the test section, ms~' 

uR = flow velocity at the right side 
of the test section, m s - 1 

k'max = flow velocity at the centre of 
the stratified layer, ms"1 

x = horizontal coordinate, m 
y - vertical coordinate, m 
Y = local vertical coordinate, m 
Z = lateral coordinate, m 
w = width of the test section, m 
a = ratio between shear stresses, 

dimensionless 
e = portion of heat lost in the test 

section, dimensionless 
K = heat diffusivity, m2s_ 1 

= viscosity, Pas 
= density, Kgm~ 

P(av) = average density of the strati
fied layer, Kgm~3 

T = shear stress, Pa 
Tw = shear stress expected at a rigid 

boundary, Pa 
rB = shear stress at the bottom of 

the stratified flowing layer, 
Pa 

TL = shear stress at the left side of 
the test section, Pa 

TR = shear stress at the right side 
of the test section, Pa 

rT = shear stress at the top of the 
stratified flowing layer, Pa 

Subscripts and Superscripts 
( )av = average value 
( )en = entrance value 
( )ex = exit value 

( )T = relative to surface layer 
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3. Test Section. The velocity and temperature field are set 
when the flowing sublayers enter the Test Section. The Test 
Section reproduces the flow conditions simulating a real size 
pond. Along the length of the Test Section temperatures and 
velocities are constantly monitored. The length, depth and 
width of the Test Section are 915 cm, 162 cm, and 64 cm, 
respectively. The walls of the Test Section are insulated. 

4. Exit Unit. This unit is designed to perform the multi-
withdrawal from the Test Section. It avoids the development 
of disturbances in the water body which can lead to destruction 
of the velocity and temperature profiles. 

5. Pumping Unit. This device pumps water from the Test 
Section and diverts it to several flowmeters. 

6. Cooling Unit. Excess heat is removed from the fluid in 
the Cooling Unit. 

7. Flowmeters. They give on-line measurements of the dis
charge in the various sublayers of the stratified flowing layer. 

8. Pipelines. They return the cooled fluid to the Entrance 
Unit. 

9. Heating Unit. This Unit provides the required thermal 
energy to the fluid as needed for the creation of the temperature 
gradient in the Mixing Unit. 

Several preliminary operations were performed in the lab
oratory to test and calibrate the apparatus. Finally, experi
ments were carried out to investigate the actual feasibility of 
the multiselective injection and withdrawal, and density gra
dient maintenance in the ASP. 

3 Description of the Numerical Model 

The theoretical assumptions regarding the ASP and the de
rived numerical model are fully described in previous papers 
(Rubin and Bemporad, 1989a; 1989b). In this contest only the 
basic aspect will be recalled. Some modifications of the model 
are introduced, as here we refer to a single component gen
erating the density gradient. We also note that the boundary 
conditions of the system are different from those typical to 
the ASP. 

In the previous studies (Rubin and Bemporad, 1989a, 1989b) 
we considered the ASP as an infinitely wide water body. In 
such a manner side wall effects were neglected, and transport 
phenomena were simulated by making use of a two-dimen
sional model. In this study the test section is modeled as a 
finite rectangular duct. The wall effects are considered in the 
simulation of heat and momentum transfer by using a three-
dimensional model. 

The numerical model of the experiments is based on the 
following scheme: four major fluid layers are identified in the 
water body, as shown in Fig. 3: a flowing surface layer, a 
barring layer, & stratified flowing thermal layer, and a stagnant 
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bottom. The latter is adjacent to the stratified layer, and com
pletes the test section scheme. 

The surface thermal layer. This layer is subject to atmos
pheric effects and the wash flow; Q{T) is the surface flow-rate. 
Some studies (Hull, 1989; Atkinson and Harleman, 1983) refer 
to mixing effects generated by the atmosphere. Such effects 
cause the surface flow velocity to be assumed as being almost 
uniformly distributed. In the particular laboratory conditions 
such effects can be neglected, and velocity is assumed to have 
a laminar flow distribution. Evaporation is ruled out in this 
study because of the limited length and no direct exposure to 
the atmosphere of the test section. Therefore QiT) is constant. 

The barring layer. This layer is stagnant. The density gra
dient existing in this layer insulates the adjacent stratified ther
mal layer from the mixing effects existing in the ASP surface 
layer. 

The stratified thermal layer. This layer is subject to hori
zontal flow, and its stable density gradient avoids the formation 
of circulating currents of thermal convection. The flow in this 
layer is carried out by the injection and withdrawal ports of 
the Entrance and Exit Units. The thickness of the stratified 
thermal layer d should probably be determined by the density 
gradient and flow conditions. 

The bottom layer. This layer is stagnant and subject to 
constant temperature. The spatial transition from a flowing 
fluid layer to a stagnant one in a stratified flow field is as
sociated with the formation of circulating flow. Therefore, 
such a flow is extended between the vertical walls representing 
the entrance and exit of the test section. However, as a first 
order approximation of the flowing layer description, the cir
culating currents can be ignored as such currents are smaller 
in an order of magnitude than the major flow of the fluid 
layer. The present study applies such an approximation. How
ever, we consider that at the top and bottom of the stratified 
thermal layer a certain slip velocity takes place, namely the 
flow velocity of the stratified thermal layer does not vanish at 
the top and bottom of that layer. 

The shear stress distribution in the stratified thermal layer 
is assumed to be as follows 

Txy=TB ~ Y(TB-TT)/d; T„= TR~ Z(TR- TL) /W (1) 

where TB and TT are shear stresses at the bottom and top of 
the stratified layer, respectively; Fis a local vertical coordinate, 
namely Y = 0 at the bottom of the layer, and Y = d at the 
top of the layer; rR and TL are shear stresses at the right and 
left sides of the stratified layer, respectively; Z is a lateral 
coordinate, namely Z = 0 at the extreme right of the layer, 
and Z = w at the extreme left of the layer, w is the width of 
the test section. 

According to some studies (Ippen and Harlemann, [1951]) 
we may assume that if the stratified thermal layer is subject 
to a continuous laminar velocity profile then the following 
condition is satisfied 

TB = <XTK T r = - CtTw a ^0.62 (2) 

0.3 0.5 0 .9 

Ve loci ty (mm/sec) 

Fig. 3 Configuration of the experimental flow field (thermal layer dis
charge 195.2 l/hr/m; surface layer discharge 111.8 l/hr/m) 

where T„ is the shear stress expected at the bottom of the 
thermal layer provided that it is a rigid boundary; a is a coef
ficient. Expressions (2) imply that a certain slip velocity takes 
place at the top and bottom of the stratified thermal layer, as 
stated in the preceding paragraphs. 

In the lateral direction the no-slip condition at the rigid 
boundaries implies that the velocity vanishes at these locations, 
namely 

uR = uL = 0 (3) 

where uL and uR are velocities at the left and right sides of the 
test section. 

Considering laminar flow of the thermal layers, an integra
tion of (1), after introducing the conditions (2) and (3), yields 
the following velocity profile 
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u(Y,Z)=Um 
3 + 3d\Y~ d)\[w\Z~ w) 

where 

*- 'max 
27 Q 

16 dw 

In expression (5) t/max is the velocity existing at the center 
of the stratified layer; Q is the layer discharge defined as follows 

0\0u(Y,Z)dYdZ (6) 

In the surface layer condition (2) is substituted by 

(4) pC„Hu 

(5) 

TB m . , m . Ty' = 0; a = 0.62 

where the superscript (T) refers to the surface layer. 
The resulting velocity profile is obtained as follows 

"2 2 / F 2 N l r A / "** 
- + — I Y- — 
3 3H\ 2H, 

uiT)(Y, Z) = U\ m 
/ J \_w\ w/ 

where 

U{T) = 
' - 'max 

27Q (D 

(7) 

(8) 

(9) 
16 Hw 

In expression (8) U^is the velocity existing at the top center 
of the surface thermal layer, Q ( r> is the surface layer discharge 
defined as follows 

Q <T) (Y, Z)dYdZ (10) 

Figure 4 reproduces the velocity distribution adopted in the 
numerical simulation of the laboratory experiments. The ve
locity profile of the stratified thermal layer stems from equa
tion (4). Velocity profile of the surface layer stems from 
equation (8). 

A three-dimensional modeling approach is employed to sim
ulate the heat transport phenomenon in the test section. It is 
analyzed by assuming that, in each elementary fluid volume, 
heat convection is the dominant transport mechanism in the 
longitudinal direction, and molecular heat diffusion is the 
dominant transport mechanism in the vertical and lateral di
rection. As the barring layer is stagnant, in this layer only 
molecular diffusion of heat takes place. Mixing effects in the 
surface layer and intimate contact with the atmosphere cause 
its temperature to be uniformly distributed in the vertical di
rection. Some losses into the atmosphere are to be considered. 

Formulating the assumptions represented in the preceding 
paragraph we obtain the following expression for the surface, 
barring, stratified thermal and bottom layers, respectively 

Ve!ocity(mm/sec^ 

1.50. 

030 
Width (m) 

Fig. 4 Velocity distribution in the test section (thermal layer discharge 
121.0 l/hr; surface layer discharge 69.3 l/hr) 

(D 
dx 

= KpCpH-
d2t_ 

dz2 

T) 

.in K-PCp . a(T* <T) 

d2T dlT 

df + dz2 = 0 

udT 

K dx 

dy2 

dlT dzT 

~ dy2 + dz2 

d2T „ 

T«J (11) 

(12) 

(13) 

(14) 

where x is the longitudinal coordinate, z is the transverse co
ordinate, y is the vertical coordinate, h is the elevation of the 
surface layer bottom, His the depth of the surface layer, «<r> 

is the velocity of the surface layer averaged in the vertical 
direction, r ( ' is the surface layer temperature, Cp is the spe
cific heat, Tatm is the atmospheric temperature, K is the heat 
diffusivity, a is a constant representing losses into the atmos
phere. The temperature Tm of the surface layer is assumed 
to be uniformly distributed in the vertical direction. Some 
studies (Atkinson and Harleman, 1983 et al.) give some ana
lytical expressions for the computation of heat exchanges in 
the surface layer due to evaporation, conduction and radiation. 
In this study the parameter a stems from calibration of the 
experimental data. 

Due to the thermal capacity of test section body when com
pared with the heat transfer phenomena in the experiments, 
the bottom of the test section is assumed to be at constant 
temperature. There was almost no need to control this tem
perature. The boundary conditions at the side walls are as
sumed to be of the radiative type, in order to consider some 
losses into the atmosphere. These assumptions are represented 
as follows 

t dT 
b— + c 

dz 
= 0; 

U = 0; z=w) 
• (> = 0 ) - = const (15) 

where b and c are constant. Expressions (11)—(15) are employed 
hereafter in order to develop a three-dimensional numerical 
model of heat transfer in the ASP simulator. Expressions (12)-
(14), represent a set of parabolic partial differential equations 
which should be subject to boundary conditions with regard 
to Xhey and z directions, and initial conditions with regard to 
the x coordinate. The boundary conditions of the system are 
represented by expressions (11) and (15). The initial conditions 
of the system are represented by the imposed temperature 
profile at the entrance of the test section. We applied a finite 
difference numerical model with a variable mesh size in the y 
direction in order to approximate the set (12)-(14). Then we 
applied the ADI method in two successive schemes in order to 
obtain the numerical simulations. The first scheme yields the 
temperature distribution at the intermediate coordinate x* by 
applying an implicit scheme in thej-direction. In the next step 
we calculate the temperature at x+Dx by applying an implicit 
scheme in the z-direction. The variable mesh size was chosen 
after several attempts in order to compromise between accuracy 
of the solution and computation time. The size assumed in 
this study, for the two and three-dimensional models, is suf
ficient for the proper integration of the differential equations. 
Further refinement of the mesh had no effect on the accuracy 
and stability of the solution. 

4 Description of the Experiments 
Several tests and calibration procedures were carried out in 

the laboratory to calibrate the experimental setup. Finally, 
some experiments were performed to investigate the feasibility 
of an adverse temperature gradient maintenance in the thermal 
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Fig. 5(b) Thermal layer discharge 143.6 l/hr; surface layer discharge 
63.0 l/hr 

Fig. 5 Temperature distribution in the test section 
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Fig. 6 Temperature distribution in the test section 

layers. The set of experiments analyzed herein is comprised of 
three runs. For each run different discharges in the surface 
and stratified thermal layer were assumed, and different initial 
temperature gradients were created. 

In all the experiments, temperatures were measured at in
tervals of 5 cm along the vertical coordinate y. Four cross-
sections were positioned at x = 0,x= 1.63,x=3.03andx=5.25 
respectively. 

The experimental uncertainty in the temperature measure
ments was ±0.25° C; uncertainty in the longitudinal and ver
tical displacements was ± 1 mm. 

The velocity distribution was measured by following the 
movement of dye injected at a representative cross-section. 
Photographs were taken at different time intervals to assess 
the dye dispersion and displacement. Photographs 1-3 visualize 
that technique. These photos indicate that some circulating 
flows take place at the bottom and top of the stratified thermal 
layer. However, as stated in section 3, such flows were ignored 
in our theoretical calculations. 

5 Results and Discussion 
Numerical integration of expressions (11)-(15) was per

formed. In each numerical simulation the initial conditions, 
namely the temperature profile at the test section entrance, 
were set according to the appropriate values corresponding to 
the experimental run. Figure 5(a) and Fig. 5(b) represent such 

profiles related to two different sets of flow-rates of the surface 
layer and the thermal layer. Figure 6(a) represents the exit 
temperature profile associated with a set of flow-rates identical 
to that of Fig. 5(a). Figure 6(b) represents the exit temperature 
profile associated with a set of flow-rates identical to that of 
Fig. 5(b). According to Fig. 5 the entrance temperature profile 
is uniformly distributed in the lateral direction. Due to the 
three-dimensional nature of the velocity profile and the in
sulation of the side walls the numerical model predicts a certain 
temperature change at the side walls along the test section as 
indicated by Fig. 6. There is also a certain decrease in the 
temperature between the entrance and exit of the test section 
due to heat losses and some changes in the temperature dis
tribution. 

We performed measurements of the temperature profile at 
the plane z = 0.30 m representing the center of the test section. 
The experimental results referring to different flow-rates and 
locations along the test section are shown in Figs. 7 and 8. In 
Fig. 7 we compare the experimental measurements with the 
temperature profiles predicted by the three-dimensional model 
of the present study and the two-dimensional model presented 
in our previous studies (Rubin and Bemporad, 1989a; 1989b) 
which considered transport phenomena in the ASP subject to 
field conditions. 

In the two-dimensional model we considered that the velocity 
profile is that typical to the plane Poiseuille flow, which is 
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Fig. 7 Comparison of the temperature distribution in the test section 
for the two and three-dimensional models (Uncertainty in temperature 
= ±0.25°C; in elevation = ± 1 mm) 

conceptually not appropriate for the experimental set-up of 
the present study. However, at the center of the set-up this 
model provides temperature profiles which are very similar to 
those of the three dimensional model as well as the experimental 
results. 

Differences between the predictions of the three-dimensional 
model and the two-dimensional model increase at the surface 
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m; surface layer discharge 111.8 l/hr/m) 

Fig. 8 Temperature distribution along the test section for the experi
ments and numerical models (Uncertainty in temperature = ± 0.25°C; 
in elevation = ± 1 mm) 

layer and the upper part of the barring layer. As indicated by 
Fig. 7(a) the three-dimensional model predictions are in better 
agreement with the experimental results. However, in Figs. 
7(b) and 7(c) the experimental results agreement with both 
model predictions are almost identical. More precisely, Figs. 
1(b) and 7(c) show that an application of the three dimensional 
model is superior than that of the two dimensional model at 
the bottom of the test section, whereas an application of the 
two dimensional model is superior at the top of the test section. 
The phenomenon that, in some locations of the experimental 
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setup, the apparently less sophisticated model provides better
information probably stems from some lack of our knowledge
with regard to surface and boundary effects which were not
introduced into our calculations. Anyhow, it seems that, gen
erally, both theoretical models may provide adequate predic
tions of the temperature distribution in the experimental setup.
Figure 8 shows the variation of the temperature profile along
the center plane ofthe test-section. In Fig. 8(a) the experimental
measurements are compared with the two-dimensional model
predictions. In Fig. 8(b) the experimental measurements are
compared with the predictions of the three dimensional model.
When utilizing the numerical models in order to obtain the
theoretical predictions represented in Fig. 8 we considered neg
ligible heat losses into the atmosphere and the side walls of
the experimental setup. The velocity field stemming from the
multiselective injection and withdrawal system was analyzed
by tracing the variation of the injected dye pattern as shown
in photographs 1-3. These photographs show the location of
the dye front at different consecutive time periods. By cal
culating the velocity profile from such measurements the ve
locity distribution in a range of ± 10 percent was determined.
Beside comparing experimental measurements of velocity and
temperature distributions with those predicted by the theoret
ical models subject to best fitting of the temperature profiles.
The part of heat lost in the experimental system is defined as
follows

E = J~.J:uCp[Pen Ten - peJexJdYdZ! Jo
w

J:uCpPenTelldydz (16)

where the subscripts ex and ell refer to exit values and entrance
values, respectively; D is the total depth of the test section.
Calculations based on the experimental results showed that
heat losses were between 4 and 6 percent. Best curve fitting of
the three and two dimensional model predictions were obtained
by assuming no heat loss into the atmosphere and about 2-3
percent loss of heat through the bottom of the test section.
The two-dimensional model eventually does not allow heat
losses through the side walls. We may summarize that the three
dimensional model as well as the two dimensional model ap
plied in this study and in our previous studies (Rubin and
Bemporad, 1989a; 1989b), respectively, may be useful for the
prediction of flow and density distributions in a stratified flow
ing layer generated by a multiselective and withdrawal system.
However, it should be taken into account that the ASP is a
double diffusive system in which two components, temperature
and salinity, determine the density distribution in the flow field.
We have also to consider that the two and three dimensional
models referred in this study assume flow only in the horizontal
direction, molecular heat diffusion only in directions perpen
dicular to the flow velocity, and heat convection only in a
direction parallel to the flow velocity.

It should be noted that in the present study we made all
efforts to create continuous velocity profiles which also fit the
linear and continuous shear stress distribution represented by
(1). However, some more studies considering more complicated
velocity profiles are planned for the future, in order to provide
good basis for the possible practical implications relevant to
the ASP functioning.

6 Summary and Conclusions
The experiments performed in the framework of the present

study indicated that it is possible to generate and control a
horizontal flow in a density stratified fluid layer. Density strat
ification was created in this study by non-uniform distribution
of the temperature in the flow field.

The experimental results were utilized in order to calibrate
and verify the applicability of the ASP modelling procedure
developed in previous studies (Rubin and Bemporad, 1989a;
1989b). According to that procedure the flow in the water body
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Photo n.1: Dye pattern 10 minutes after injection (thermal layer dis·
charge 195.2 IIhrfm)

Photo n.2: Dye pattern 15 minutes after Injection (thermal layer dis·
charge 195.2 IIhrfm)

Photo n.3 Dye pattern 20 minutes after injection (thermal layer dis·
charge 195.2 IIhrfm)

is performed only in the horizontal direction, molecular heat
diffusion is carried out only in the direction perpendicular to
the horizontal flow velocity, heat convection is carried out
only in direction parallel to the horizontal flow velocity. It is
assumed that in the ASP the flow field is two dimensional. In
the test section utilized in the present study the flow field was
three dimensional. The boundary conditions of the test section
were also different from those typical to the ASP. Therefore
some modifications and changes were introduced into the two
dimensional original model developed in the previous studies.
However it was found that the two-dimensional model as well
as three-dimensional one could be utilized in order to predict
transport phenomena in our experimental setup. Such phe
nomena in the ASP concern double diffusion of salinity and
temperature. Therefore the present study should be extended
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to double diffusive systems in order to provide more adequate 
information relevant to the ASP performance. 
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D I S C U S S I O N 

C. E. Nielsen.1 The experiments reported in this paper were 
carried out, as the authors state, " to calibrate and verify the 
applicability of the ASP modeling procedure developed in pre
vious studies (Rubin and Bemporad 1989a, 1989b)." That 
modeling procedure, as presented in the 1989a paper, involves 
calculations («) relating to the flow in the "stratified thermal 
layer," (b) relating to the temperature distribution, (c) relating 
to the salinity distribution, and (d) relating to the pond per
formance, specifically the heat collected and temperature 
reached with a specified solar input. The 1989b paper is con
cerned with the effects of turbulence in the flow. 

(a) For exploring the nature of the flow in the stratified 
thermal layer the present experiments have a serious limitation. 
They use a one component fluid stabilized by a temperature 
gradient, while the stratified flowing thermal layer in the pro
posed new type of solar pond is a two component system, 
stabilized by a salinity gradient strong enough to counterbal
ance the destabilizing temperature gradient. It is well known 
that the behavior of such double diffusive systems is very 
different from the behavior of one component systems. This 
discusser most heartily agrees with the authors' concluding 
statement that experiments should be extended to double-dif
fusive systems. 

In a double-diffusive system it seems very likely, on the basis 
of a variety of observations relating to development of in
stabilities and growth of homogeneous internal zones in solar 
ponds, that separate flowing streams will remain separate and 
homogeneous and never merge into a smooth gradient. It should 
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be noted that the stream stability criterion mentioned in the 
earlier theory paper (1989a, equation (2)) concerns only in
ternal stability within a gradient region. It is well verified that 
at the boundary of a gradient region a much greater salinity 
gradient is required (Hull et al. 1989). What may happen if 
one establishes flows in a double diffusive system is that the 
separate flowing layers will remain homogeneous, separated 
by thin transition layers with strong gradients through which 
there is rapid conduction of heat and rapid diffusion of salt. 

Incidently the flow rates used in the experiment are less than 
0.3 mm/s (Fig. 3) whereas the earlier modeling paper (1989a, 
Fig. 2) assumed 1.5 mm/s. The authors do not discuss these 
magnitudes, and it may be asked whether there are scaling 
arguments by which 0.3 mm/sec flow demonstrates the fea
sibility of the assumed 1.5 mm/s. 

{b) The important energy input for a solar pond is the solar 
input. Since there is no corresponding input in the experiment, 
it is not clear that the experiment verifies the applicability of 
the thermal modeling procedure in a very useful way, despite 
the verification that heat conduction and convection calcula
tions yield a reasonable prediction of observed temperatures. 

Since the motivation for this paper is to provide experimental 
support for modeling done previously, it is essential to relate 
it to that previous work. Unfortunately, a careful study of 
1989a indicates that the modeling with solar input included is 
done incorrectly there. This is not the place to discuss that 
paper in detail, but we observe simply that in 1989a, Fig. 3, 
a straight line temperature profile in the gradient region is 
postulated as an "initial condition." A straight line is impos
sible, because this is a calculation of steady-state conditions 
with 200W/m2 average solar input at the surface. The region 
in question is not flowing, and in steady state it necessarily 
must have a curved temperature profile as required for dis
sipating by heat conduction the energy deposited by absorbed 
radiation. This is not a trivial question; the effect of the cur
vature on energy loss from the pond is substantial. 

(c) and (d) This experiment was not designed to give any 
new information about salinity distribution or pond thermal 
performance. However, in view of the difficulty discussed un
der (b), even the theoretical conclusions about pond perform
ance and the comparative output of "conventional" and 
"advanced" solar ponds obtained in 1989a cannot be viewed 
as demonstrated, and new work is needed. 

It may be useful for reference to compare another calculation 
of pond output with the results of 1989a, even though per
formance was not directly involved in the experiments under 
discussion. Pond output depends critically upon the radiation 
transmission of the water, and the authors do not state in 
1989a what transmission function was used. In 1989b, Fig. 3 
shows 47 percent transmission to 0.67m depth, which is ex
ceptionally high but may be almost possible with very clean 
water. A steady-state calculation of temperature profiles and 
pond efficiency for ponds using clean sea water (having a lower 
value of transmission than shown in 1989b, Fig. 3) was pub
lished in 1980. Conveniently, these calculations were made for 
200 W/m2 input and a surface layer of 0.2m exactly as used 
by Rubin and Bemporad in 1989a. They give, for a temperature 
difference of 45 C° between the surface layer and the thermal 
layer, as used in 1989a, Fig. 3, a net gain of 46W/m2, which 
is 23 percent efficiency (see reference 2, p. 368). This is to be 
compared with the 8 percent efficiency given in 1989a for a 
conventional pond under similar conditions. The disagreement 
is about a factor of two larger than can be accounted for by 
the incorrect use of linear gradient in 1989a. 
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Hull, J. R., and Nielsen, C. E., and Golding, P., 1989, Salinity-Gradient 

Solar Ponds, CRC Press, Boca Raton, FL. 1989. 
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to double diffusive systems in order to provide more adequate 
information relevant to the ASP performance. 
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They use a one component fluid stabilized by a temperature 
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different from the behavior of one component systems. This 
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ance and the comparative output of "conventional" and 
"advanced" solar ponds obtained in 1989a cannot be viewed 
as demonstrated, and new work is needed. 
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of pond output with the results of 1989a, even though per
formance was not directly involved in the experiments under 
discussion. Pond output depends critically upon the radiation 
transmission of the water, and the authors do not state in 
1989a what transmission function was used. In 1989b, Fig. 3 
shows 47 percent transmission to 0.67m depth, which is ex
ceptionally high but may be almost possible with very clean 
water. A steady-state calculation of temperature profiles and 
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value of transmission than shown in 1989b, Fig. 3) was pub
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200 W/m2 input and a surface layer of 0.2m exactly as used 
by Rubin and Bemporad in 1989a. They give, for a temperature 
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Authors' Closure 

The experiments reported in this paper represent the first 
stage of an evaluation concerning the ability to create a flowing 
stratified layer and to control its performance. The paper does 
not claim to provide all the information needed to prove the 
feasibility of the ASP. It was mentioned several times in the 
paper, which was also concluded with a comment, that the 
study should be extended to double-diffusive systems in order 
to provide more information relevant to the ASP performance. 

Considering the differences between single and double dif
fusive system as mentioned by Prof. Nielsen; they do not avoid 
the operation of the CSP and did not prevent us from carrying 
out recently the first successful set of double-diffusive exper
iments, which are now being analyzed. We found that the 
behavior of the double-diffusive system depends on various 
parameters, and the description of different immiscible streams 
is not so conclusive as stated by Prof. Nielsen. This issue is 
still being studied by us, and it is beyond the scope of the 
present paper. 

Flow velocity considered in our 1989 paper was taken as a 
preliminary assumption of the ASP operation. At that time 
we also considered operating our experimental setup in other 
flow conditions. Only later was it decided to operate it as 
described in the present paper. At any rate, the slower flow 
velocity does not stem from any problem associated with the 
performance of the ASP subject to field conditions. The slower 
flow velocity used in the experimental setup provided better 
injection and withdrawal conditions as well as smaller side wall 
effects in our experimental setup, which is much shorter and 
narrower than a solar pond. The flow conditions described in 
the present paper created a comparatively long region of uni
form flow without the entrance and outlet influence. 

Section (b) of Prof. Nielsen's discussion also refers to the 
performance of solar ponds and is not concerned with the 
present paper. However, in the ASP procedure boundary con
ditions of the system are controlled by several injection and 
withdrawal ports. Therefore the ASP procedure allows much 
more flexibility in the operation of the ASP than the CSP, as 

was considered in our 1989 paper. 
Sections (c) and (d) again refer to differences between the 

solar pond operation and the experiments reported in the pres
ent paper. As far as the numerical computations are concerned 
we checked the computer code, used in our 1989 paper, for 
the computation of the solar transmission factor in the water 
body. The formula which we used was the one proposed by 
Rabl and Nielsen in their 1975 paper. Unfortunately, we found 
a disagreement in the code where cos(r) (r is the angle of 
incidence) divides the exponentials instead of the coefficients 
of the exponentials. We could not recall at which level of our 
calculations that error was introduced, since in the final version 
of our paper we did not describe such a formulation. If that 
error was really introduced into our calculations then the 47 
percent transmission is high. However, this error is very minor 
for small angle of incidence where most applications take place. 

As correctly implied by Prof. Nielsen, the initial temperature 
profile and the ability to preserve the temperature and salinity 
profiles in the solar pond are major factors determining the 
solar pond efficiency. With regard to this issue we expect the 
advantage of the ASP in which the multiport injection and 
withdrawal procedures should control and provide adequate 
temperature and salinity profiles leading to high efficiency of 
the solar pond. 

It should be noted that in different studies concerning solar 
ponds performance different assumptions and definitions of 
the efficiency have been introduced. Such differences may in 
some cases lead to completely different conclusions regarding 
the solar pond performance. 

In the conclusions of our reply we have to admit that our 
motivation in studying the feasibility of the ASP stems from 
our belief that the future of solar pond usage very much de
pends on the ability to improve its efficiency and performance. 
It seems that the ASP represents a step in that direction. The 
present paper eventually refers to some general thermohydro-
dynamic aspects. It does not claim to contribute much to the 
understanding and the possible improvement of solar ponds. 
It was submitted to the JOURNAL OF FLUIDS ENGINEERING and 
not to a more specialized journal in order to reach a broader 
audience. 
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Correlating Single Phase Flow 
Measurements With Observations 
of Trailing Vortex Cavitation 
The single phase and cavitating tip vortex shed by a NACA 66-209 rectangular plan-
form, rounded tip hydrofoil has been studied. Single-phase measurements of instan
taneous flow velocity were made by taking double-pulsed holograms of microbub-
bles moving in and around the vortex core. The tailored air bubble technique ofOoi 
and Acosta (1983) was employed to measure both the mean and fluctuating single 
phase vortex core static pressure. Cavitation inception was determined visually. The 
flow in the vortex core is highly unsteady; the r.m.s. axial velocity fluctuation can be 
as high as OJU^. Core pressure fluctuations greater than the freestream dynamic 
pressure have been observed. These fluctuations are commensurate with the axial 
velocity unsteadiness. Cavitation inception in saturated water occurs at mean core 
pressures above the vapor pressure. However, the pressure fluctuations are certainly 
substantial enough to account for these elevated inception indices. The rapid 
establishment of fully developed trailing vortex cavitation when the cavitation 
number is reduced below inception is attributable to the small variation in mean core 
pressure with downstream distance. The inception index increases substantially with 
dissolved air content. The cause of this dependence is not presently known. 

1 Introduction 

Tip vortices are an important feature of a number of 
engineering flows. For example, strong tip vortices generated 
by one airplane may roll a following plane which inadvertently 
enters the leading airplane wing wake. Tip clearance flows in 
turbomachinery cause significant inefficiencies. Blade-vortex 
interaction (BVI) is an active topic in helicopter research; Pol
ing et al. (1989) has 20 references to BVI literature published 
just since 1983. Finally, propellor tip vortex cavitation has its 
attendant problems of noise, vibration, and wear. 

A rectangular NACA 66-209 hydrofoil with no twist was us
ed to generate tip vortices. The tip of the foil consisted of a 
smooth cap with an approximately semicircular cross-section. 
The foil chord length was 0.152m and the distance from the 
reflection plane mount to the tip cap base was 0.175m, which 
implies an effective aspect ratio of about 2.3. Experiments 
were carried out in the 0.305m x 0.305m x 2.5m test section of 
the Low Turbulence Water Tunnel (LTWT) at the California 
Institute of Technology. The velocity data presented herein 
were obtained using double-pulsed holography of injected 
microbubbles. The "tailored air bubble" technique of Ooi 
and Acosta (1983) yielded core pressure data. Cavitation in
ception was observed under stroboscopic illumination. 

One of the outstanding cavitation research problems is 
relating the single phase and cavitating behavior of flows. 
Prediction of the cavitation inception index using single phase 
flow measurements is particularly salient. The essence of this 
prediction capability is division of the cavitation inception 
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problem into two simpler problems—measurement of the 
single phase flow, which need only be done once, and 
measurement of the nuclei content of the cavitating water, 
which would be necessary for each operating environment. 
This tip vortex flow is amenable to such study because its 
single phase flow has now been well characterized (see for ex
ample Green, 1988b; Green, 1989). The task of actually 
predicting the single phase flow in tip vortices is highly com
plex (Phillips, 1981 is a recent effort), so prediction of tip 
vortex cavitation must be doubly so. Rather, it is the primary 
purpose of this paper to relate the single phase and cavitating 
flow measurements of the tip vortex studied. 

2 The Experimental Techniques 

2.1 Holographic Velocimetry. Trailing vortices generated 
in a water or wind tunnel are known to flutter about in a seem
ingly random manner. This "vortex meandering" is believed 
to be due to freestream turbulence in the test facility (Corsiglia 
et al., 1973). As a consequence of this meandering, any con
ventional velocimetry technique, such as LDV or hot wire 
anemometry, is subject to considerable error because temporal 
averaging of a fixed probe velocity signal is equivalent to 
spatial averaging over the meandering amplitude. Corsiglia et 
al. (1973) have measured meandering amplitudes of one chord 
and greater. In contrast, important features of the trailing 
vortex, such as the core radius, are as small as a few hun
dredths of one wind chord (Higuchi et al., 1989); the error due 
to meandering can clearly be quite significant. It is largely 
possible to avoid difficulties due to meandering by taking 
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Fig. 1 Schematic of LTWT with holographic system. Only position "1"
is used for double pulsed holography velocimetry. Positions "0" and "1"
are used in the two phases of tailored air bubble pressure measurement.

lThe extent to which radial bubble slip into the core affects these results is
discussed in Green (1988b). Excluding data acquired in regions where the radial
slip is significant ensures the error in the tangential velocity is slight. Radial slip
causes no axial velocity error. Vortex meandering causes only a negligible inac
curacy in these velocity measurements.

(1)
4/lR

R

tailored air bubble technique for instantaneous static pressure
measurement has also been described previously (Ooi and
Acosta, 1983); again, only a brief overview is presented here.
Microbubbles are injected into the flow upstream of the
hydrofoil, where they respond to the imposed external
pressure by varying their radii, R. Dynamically, the bubbles
obey the Rayleigh-Plesset equation:

3 . 28
pRR+ 2. pR2 =Pg-P"" +Pv - R

where a superior dot represents differentiation with respect to
time. 8 is the liquid surface tension, Pv is the vapor pressure,
and P is the partial pressure of gas within the bubble.

Dr;air bubbles were used in this study, and the evaporation
rate into the bubble is slow relative to the bubble transit time
(see below), so P v can be neglected in equation (1). The natural
frequency of the bubbles used in this study was '" 150kHz.
This frequency is much higher than the highest velocity fluc
tuation frequencies observed in the trailing vortex (Green and
Acosta, 1990), whence the bubbles should behave
quasistatically. Furthermore, the water surrounding each bub
ble is isothermal, and because a summary heat transfer
calculation shows the thermal response time of the injected
bubbles was a few milliseconds, one may reasonably employ
the assumption of isothermal bubble behavior. Equation (1)
may therefore be considerably simplified to show that the
pressure external to the bubble at some time" 1," PI' is related
to the radius at that time, R I' and the pressure, Po, and radius,
Ro' at some different time ("0," say) by:

(
28 ) ( R o ) 3 28

PI= Po+ -R -R - R (2)
o I 1

Thus, by measuring R o at a location where the static pressure
is known, it is possible to infer the static pressure at a different
location by measuring the bubble radius there.

In practice, it was extremely difficult to follow a single bub
ble as it travelled from a location of known pressure to a
second location in the vortex core. Consequently, it was
necessary to inject a flow of uniform bubbles upstream of the
hydrofoil, thus avoiding the need to track individual bubbles.
The task of producing monodisperse bubbles in the water tun
nel was complex. A forced air-jet bubble injector, which con
sisted of a glass capillary tube (1.8mm in diameter) heated and
pulled to form a nozzle 20Jtm in diameter, was produced and
connected to a pressurized, filtered dry air supply. Numerous
attempts were made to use this injector in the LTWT test sec
tion. Forced vibration of the injector, modification of the in
jector nozzle geometry, and angling the injector relative to the
freestream were all tried, but none of these procedures yielded
uniform bubbles. It was ultimately discovered that
monodisperse bubbles could be obtained by injecting the bub
bles in the LTWT settling tank, where the freestream velocity
is fifteen times slower than in the test section (and hence the
bubble detachment from the nozzle tip is more likely to be
uniform).

The bubbles produced in the settling tank were convected
downstream through the test section. Their radii, Ro' were
measured at the start of the test section (3 chords upstream of
the foil) by taking single-pulsed holograms of many bubbles.
95 percent of 48 measured, injected bubbles had radii within 3
percent of 92/lm. The local static pressure at this location, Po'
was measured manometrically. The trailing vortex radial
pressure gradient drives the bubbles onto the vortex centerline.
Bubbles which had migrated to the vortex centerline at the
time each hologram was taken were readily identifiable by
their colinearity (Fig. 2). R l' the bubble radius at some
downstream position on the vortex centerline, was measured
directly from reconstructed holograms taken of the
downstream core. The bubble transit time from location '0' to
location' l' was less than half a second.
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Fig. 2 Two Injected bubbles In the trailing vortex core. x/c = 4, a = 5
deg, Re = 7.9 )( 105. The bubble on the left is 2651'm In the diameter
(Pc =6.0), and that on the right Is 1951'm In..!!!ameter(pc = 1.1). These are
pressure excursions of almost 2(pc)' from Pc'
measurements only immediately downstream of the wing tip,
where the meandering amplitude is small (e.g., Higuchi et aI.,
1989), or by sampling across the trailing vortex very rapidly,
and discarding those scans which do not pass through the
vortex centerline (e.g., Corsiglia et aI., 1973) .•

The double-pulsed holographic technique for instantaneous
velocity field measurement, which was used in this study, has
been documented previously (Green, 1988a). Consider Fig. 1
in which microbubbles (20/lm - 200/lm in radius for this study)
are injected into the flow upstream of the hydrofoil. A cen
tripetal force drives some of the bubbles into the vortex core,
where they very accurately define the centerline position. The
majority of bubbles travel around the core and serve as nearly
Lagrangian flow markers. I Double-pulsed in-line h?lograms
(two holograms of a specific volume taken in successlOn) w.ere
recorded on holographic film. Holographic reconstructlOn
was done by shining collimated He-Ne laser light through the
developed holographic film, and recording the resultant real
image using a video camera. Figure 2 is a portion of a typical
reconstructed double-pulsed hologram. On holographic
reconstruction, the displacement of each bubble between the
two instants in time was measured. Because the vortex core
location was marked precisely by numerous bubbles along its
length, it was possible to measure these bubble displacements
relative to the instantaneous location of the vortex core, thus
eliminating the effects of vortex meandering on the
measurements. Instantaneous tangential and axial velocities as
a function of radial distance from the core were then
calculated.

2.2 Tailored Air Bubble Pressure Measurement. The
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(3)

oTi MEASUREMENT
ERROR

Table 1 Tailored air bubble pressure results (0: = 10 deg)

# of Expected error
x/c Re p~ (p~) , bubbles inp~

2 7.9x105 2.8 2.1 12 0.6
4 7.9x105 4.5 1.5 3 0.9

10 7.9x105 3.3 1.8 21 0.4

2.4

2.2

2

1.8

'='
, 1.6
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far field to the vortex center. The nondimensional core
pressure is:

0.2

0.4

8 0.6
:>

R Ie [I]

Fig. 4(b) Vortex tangential velocity distribution. x/c = 2, a = 10 deg,
Re = 6.83 x 105. The set of solid square symbols represent the results of
4 different holograms. Each of the other 4 symbols displays the results
from one hologram.

o
ok----------,,0""'.1,------'O"'.2,,------------r(0.3

MEASUREMENT
ERROR
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RIe [I]

Fig. 4(a) Vortex axial velocity distribution. x/c = 2, a = 10 deg,
Re =6.83 x 105. Results from 8 holograms. The data on the core have
been distributed over the region x/c:o; 0.006. The set of solid square sym·
bois represents the results of 4 dlf!erent holograms. Each of the other 4
symbols displays the results from one hologram.
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The tangential velocity distribution was fairly well fit by a 1/R
distribution for Rlc>0.16. A linear variation of Ue was
assumed for R/c<O.OI. Both these portions of the plot were
integrated analytically. For 0.01 <Rlc<0.16 sufficient data
exist for a reasonably reliable numerical integration of the
Ue(R) curve. Combining the three contributions gives a mean
core pressurep~=0.80+3.50+0.08=4.38. The error in this
value is quite large owing to the uncertainty in the predomi-

Fig. 3 A reconstructed portion of a double pulsed hologram. The in.
focus bubble pair, outside the oore, represents a bubble moving at 3.3
m/s. The out·of·focus bubble p'air to the right, In the core, reveals a
velocity of 5.1 m/s. Re = 5.2 x 105, x/c = 2, a = 10 deg.

The cubic dependence of PIon (RoIR[) in equation (2)
causes fairly small errors in the measurement of Ro and R)
to be magnified into substantial errors in p~ =
(p", -pc)/0.5pm. Specifically, the radii R o and R I have an
uncertainty of 5/-tm (roughly the resolution of the holographic
system). This radius error results in an error of ±0.6 in each
measurement of p~.

2.3 Cavitation Observation. The occurrence of cavitation
was detected by· observation of the flow with stroboscopic
lighting. Cavitation inception was defined as the appearance
of approximately one bright flash of light-which was in
dicative of a cavitating nucleus-in the vortex core per second.
Cavitation inception noise was also heard, though the volume
of this noise was strongly dissolved air content (DAC) depen
dent. Photographs of cavitation were taken using the light of a
high-speed flash directed in the spanwise direction.

Scale: =1mm in flow.

3 Summary of Results and Discussion

This paper documents only the leading results of this
research. A more extensive treatment is provided by Green
(1988b). Green and Acosta (1990) describe substantially more
details of the vortex velocity results.

3.1 Trailing Vortex Velocity Distribution. Figures 4(a,b)
show plots of the vortex axial and tangential velocities two
chords downstream of the hydrofoil leading edge. The angle
of attack is 10 deg. UoIU", is the tangential velocity around
the core normalized by the freestream velocity. UxIU", is the
normalized axial velocity. Ric is the radial distance from the
core (R) normalized by the foil chord (c). The most impor
tant feature of these plots is the highly unsteady character of
flow in the trailing vortex core. The r.m.s. axial velocity fluc
tuation in the core is 0.2U", (the experimental error is
±0.005U", in the axial direction). The tangential velocity field
around the vortex is also significantly unsteady (the ex
perimental error is ±O.OIU"" much smaller than the typical
±0.08U", data spread at any radius).

3.2 Trailing Vortex Core Pressure. The tailored air bub
ble pressure results are summarE:ed in Table I. The leading
result of these measurements is p~, the mean nondimensional
freestream-to-core pressure drop, is 3.3±0.5 for a=lO deg,
and is approximately invariant with downstream distance. The
final column of Table I lists the expected error in the mean
core pressure drop results. The tabulated error is based on
both the measured (p;) , and the number of bubbles, and
assumes Gaussian probability statistics. The measured value
of (p~)' , the r.m.s. variation of p~, is approximately 0.6 too
large because of the experimental uncertainties described
earlier. This result implies (P;) , = 1.2±0.3. Any dependence
of (P;) I on downstream distance is small and largely masked
by experimental error.

It is possible to infer the pressure in the vortex core from the
tangential velocity field by assuming steady, axisymmetric
flow, and integrating the radial momentum equation from the
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Fig. 5 Inception index versus angle of attack

and much less-2.6-for deaerated water. Figure 6 is a
photograph of inception in the trailing vortex. The instan
taneous location of inception is 1.3 to 3 chords downstream of
the hydrofoil leading edge, and fluctuates wildly in time.

Green and Acosta (1990) have shown the fluctuating axial
velocity in the vortex core to be greater near the foil than far
ther from it. This implies that the fluctuations in core pressure
are greatest in the region immediately downstream of the
hydrofoil,2 which in turn may explain why inception occurs
there. The nearly uniform mean core pressure as a function of
downstream distance is explication of the rapid development
of a vapor-filled core when the cavitation number is reduced
below ai (Fig. 7).

It is instructive to attempt to explain the measured cavita
tion inception numbers in terms of nuclei availability and core
pressures. From Fig. 3(b) one may reasonably estimate the
radius at which 95 percent of the pressure reduction from
the freestream to the core has occurred. This radius is
roughly O.lcm. In one second, the volume of fluid swept
through the area within this radius is V=7l'(0.lcm)2
(Vxc x1s)""3xlO- 5m3 at inception conditions. Thus, if the
lowest core pressure is reached at just one axial location in the
core (a conservative assumption), 3 x 1O-5m3 of fluid will pass
through the minimum pressure location per second. Gates
(1977) measured the nuclei content of near-saturated LTWT
water. He found there to be "" 105 bubbles/m3 , in the radius
range from 150j.tm to 250jtm (N(200j.tm) "" 109/m4). Thus, on
the order of three of these large bubbles per second pass
through the lowest pressure region of the core (this is a conser-

Fig. 7 Developed trailing vortex cavitation (a = 3 deg. f1 = 0.53,
DAC = 6.5ppm). Flow is left to right. The trailing vortex cavity is con·
tiguous for more than ten chords downstream of the wing. The cavity
surface is very rough.

Fig. 6 Cavitation inception in the trailing vortex (a = 3 deg, f1 = 0.63,
DAC = 6.5ppm). Flow is left to right. Some leading edge cavitation-due
to a leading edge roughness-is visible.

------rrt seems likely that this postulated decrease in pressure fluctuations with
downstream distance was not observed using tailored air bubbles because of the
poor statistics of the measurements. The error in (P~) , resulting solely from
statistical fluctuations is approximately ±O.5.

(4)

(5)
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nant contribution to the integral-that from the region
R/c<0.05. A reasonable estimate of the error in P~ is ±0.4.
The discrepancy between P~ determined using the tailored air
bubble technique (approximately 3.3 ±0.5, invariant with
downstream distance), and that based on integration of the
tangential velocity data, is not statistically significant at the 95
percent confidence level.

Dunham (1979) has proposed a semitheoretical correlation
for the pressure inside a trailing vortex core based in part on
intrusive pressure probe measurements made by Mason and
Marchman (1972). Those measurements are themselves
somewhat suspect due to the sensitivity of trailing vortices to
intrusive probes. Dunham's correlation is:

p~=3.44[ (~maxr
""

where (V) is the maximum tangential velocity in the flow
around th~ax trailing vortex. Referring to Fig. 4 (b),
(VO)max/V"" ""0.93 for this hydrofoil at a= 10 deg, whence the
Dunham correlation predicts p~ "" 3.0. This is in good agree
ment with the tailored air bubble measured value of 3.3. In
view of all three aforementioned results, the best estimate of
the mean core pressure drop is P~= 3.8 ±0.6 at a =10 deg;
inferring the mean core pressure from measurements of
tangential velocity seems to be viable.

One may attempt to relate the unsteadiness in core pressure
to the core axial velocity unsteadiness. Consider core fluid be
ing convected from a regi2!!-where the axial velocity on the
vortex centerline is V xc = V xc and the centerline pressure is
P = Ii , through a locally high axial velocity part of the core

c c . I V+ d +)(where the velocity and pressure are respectIve y xc an Pc .
If the dynamics of the process are neglected, then the non
dimensional pressure fluctuation, (Pi)' may be expressed as:

Pc -pi __ ( Vic ) 2 _ (~) 2
(pi)' =

0.5pm, V"" V""

Typical values are Vic/V"" = 1.9 and Vxc/V"" = 1.62, for
which (Pi)' = 1.0. This value is in fairly good agreement with
the best estimate of (pn ' , which suggests that axial velocity
unsteadiness is a good predictor of core pressure unsteadiness.

3.3 Cavitation Observations Related to Single Phase Flow
Phenomena. The inception index, ai' is plotted versus the
angle of attack in Fig. 5. It is interesting to observe that the tip
vortex inception index is larger than the leading edge surface
inception index at the design angle of attack (7 deg). The tip
vortex inception index at 10 deg is 4.2 for air saturated water,
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vative estimate because centripetal forces drive additional 
bubbles into the vortex core). In summary, then, the bubbles 
which are on the order of 200/u.m in radius exist in sufficient 
numbers in saturated LTWT water to explain the cavitation 
event rate observed at inception. 

One may relate the inception index to the core pressure as: 

If the core pressure at inception is approximately pv (a 200tim 
bubble grows explosively at an external pressure only 500 Pa 
less than pv (Knapp et al., 1970)), then a,=p*. In fact, at 
a = 10 deg CTJ >p*. This implies the bubbles cavitate in regions 
of the core in which the flow unsteadiness has caused the local 
pressure to fall below p„ though the mean core pressure is 
abovep„. The large value (p*)' = 1.2 is more than sufficient to 
account for_the 0.4 difference between a,-= 4.2 and our best 
estimateof/?* = 3.8. 

For a dissolved air content (DAC) of 6.5ppm a, is only 2.6 
at a = 10 deg. Corroboration of the large dissolved air content 
effect on rectangular wing tip vortex cavitation may be found 
in studies done by Green (1988b) on different rectangular 
planform wings. This value of a, implies (pc—pv)/ 
( 0 . 5 / > t / i ) « - 1 . 2 ± 0 . 6 or pc= - 36±19kPa (£/„ = 8m/s). 
Fluctuations in core pressure tend to elevate ah and therefore 
it is reasonable to posit that greater than a 20kPa core tension 
exists at inception. However, Katz and O'Hern (1983), Ooi 
(1981), and Gates (1977) have all measured « 105 bubbles/m3 

in the radius range from 25/mi to 35/*m for a low (3-6ppm) 
DAC in the LTWT. Bubbles of this size will cavitate when ex
posed to less than IkPa tension; by way of contrast, only bub
bles smaller than 2^m in radius will not cavitate with 20kPa of 
applied tension. In summary, then, there seems to be a 
paradox—at low DAC other researchers have measured plenty 
of microbubbles which should cavitate with low applied ten
sions, and yet the data presented herein imply that a con
siderable tension exists in the trailing vortex core before 
cavitation inception occurs. The reason for this is not present
ly known. 

Arakeri et al. (1986) have previously related their tip vortex 
inception behavior to the flow Reynolds number and dis
solved gas content. That analysis is predicated on the laminar 
separation which is observed to occur on their elliptical plan-
form hydrofoil. Green (1988b) has demonstrated that the 
boundary layer flow on the hydrofoil studied herein is at
tached for a < 13 deg. Consequently, Arakeri's analysis is not 
applicable to this geometry. 

4 Conclusions 

The instantaneous trailing vortex core pressure of a small 
aspect ratio rectangular planform hydrofoil has been deter
mined using tailored air bubble injection. At a 10 deg angle of 
attack the best estimate of the mean pressure drop from the 
freestream to the core is 3.8±0.6 freestream dynamic 
pressures. The core pressure fluctuates dramatically. The 
r.m.s. fluctuating component of the core pressure is more than 
one freestream dynamic pressure. The tangential and axial 
velocity distributions around the vortex have been measured 
using a double-pulsed holographic technique. An integrated 
form of the steady radial momentum equation and the 
Dunham (1979) correlation both use the tangential velocity 
data to predict the mean vortex core pressure. Both ap
proaches give estimates of the core pressure which match the 
tailored air bubble measurement to within experimental error. 

Measurements of axial velocity unsteadiness on the vortex 
centerline, when combined with the Bernoulli equation, yield 
good estimates of core pressure fluctuations. Thus, accurate 
velocity measurements in the trailing vortex can be used to in
fer the vortex core pressure. 

For water near saturation the inception index at a= 10 deg 
is 4.2, which is greater than the mean pressure drop from the 
freestream to the core. The elevated inception index implies 
that inception occurs in regions of instantaneous low pressure 
in a core with mean pressure above the vapor pressure. Cavita
tion inception occurs in the region 1.3 to 3 chords downstream 
of the hydrofoil leading edge, in the most unsteady portion of 
the vortex core. Both of the above observations are consistent 
with the hypothesis that core pressure fluctuations contribute 
to the large values of a,- of tip vortices. The observation of 
rapid vapor filling of many chords of the trailing vortex core 
when the cavitation number is reduced below a-, is congruent 
with the small measured variation of core pressure with 
downstream distance. The inception index falls sharply when 
the dissolved air content is reduced. Although the reason for 
the strong dependence of at on dissolved air content is not 
presently understood, it may have significant implications 
related to the cavitation behavior of nuclei in dynamic 
conditions. 
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Application of Lumley's Drag 
Reduction Model to Two-Phase 
Gas-Particle Flow in a Pipe 
A "two-fluid model" has been incorporated with Lumley's drag reduction model 
to analyze the mechanism of momentum transfer in the turbulent dilute gas-particle 
flow in a vertical pipe. The change of the effective viscous sublayer thickness by 
the presence of particles is modeled by Lumley's theoretical model. The numerical 
computations of the friction factor and the pressure drop in a fully developed pipe 
flow are in good agreement with the corresponding experimental data for an average 
particle size of 15 \i,m. It is proved that Lumley's model is successful in predicting 
the correct reduction behavior of the drag in the gas-particle flows. It has been 
confirmed that the effective viscous sublayer thickness for two-phase gas-particle 
flow is dependent on the particle relaxation time, Kolmogoroff time scale and the 
solids-gas loading ratio. 

1 Introduction 
It is well known that the addition of solid particles to a 

flowing gas stream may increase or decrease the frictional 
resistance in turbulent flows. The frictional pressure drop in
creases in most of particle flow experimental studies (Booth-
royd, 1966; Shimizu et al., 1978). On the contrary, Boothroyd 
(1966), Kane and Pfeffer (1973) and Tardos et al. (1983) found 
that the addition of small diameter solid particles to a gas flow 
in a pipe results in drag reduction depending on the particle 
size and its loading. Despite the large amount of work on this 
subject, however, the mechanism by which the drag reduction 
occurs is not well understood. This is mainly because of the 
complicated behavior of the gas-solid suspension flows. Many 
mechanisms have been proposed to explain this phenomenon; 
for examples, general turbulence suppression (Boothroyd, 1966; 
Soo, 1967), electrostatic charge effects (Richardson and 
McLeman, 1960), or thickening of the viscous sublayer (Kane 
and Pfeffer, 1973). 

Tardos et al. (1983) found experimentally that the pressure 
drop in a vertical pipe flow is not significantly influenced by 
the charge build-up on the flowing particles at the loading 
ratios in the range 0.1 to 0.4. Boothroyd (1966) found that 
since spherical particles of a certain size were unable to follow 
the rapidly moving eddies near the wall in a pipe flow exper
iment, the turbulence was damped by these lagging particles, 
which resulted in reduction of the drag. Kane and Pfeffer 
(1973) asserted that the thickening of the viscous sublayer by 
the presence of the solid particles is the predominant factor 
of the drag reduction. Important observation in both these 
experimental studies is that the ratio of the friction factor of 
the suspension flow with small particles to that of the clean 
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fluid flow at the same Reynolds number, first decreases and 
then increases as the particle loading ratio increases to have 
an optimum loading ratio for the maximum drag reduction; 
the maximum being as much as 75 percent. Such drag reduction 
has generally been observed in turbulent flows with fine spher
ical particles (dp < 75 /xm) in small pipes {D < 3 in.) under 
relatively low loading ratios (Z < 4). 

In addition to the experimental studies, there have been a 
number of theoretical investigations to analyse the drag re
duction phenomenon. Saffman (1962) tried to explain this 
phenomenon based on linear stability theory and found that 
under certain conditions the addition of particles stabilizes a 
gas-particle suspension flow. Jotaki and Tomita (1973) sug
gested that the viscous sublayer in suspension flow is dependent 
on the kinematic viscosity of the gas, the friction velocity, the 
relaxation time of particle and the solids-gas loading ratio, 
based on the generation and dissipation processes of turbulent 
kinetic energy. According to their theory, drag reduction in
creases always with increasing solids-gas loading ratio, which 
is in contradiction to the experimental data in pipe flow. Lum-
ley (1976) suggested that because the particles have inertia, 
they cannot follow the smallest scale motions of the turbulence, 
and that such relative motion between the particles and the 
fluid causes increased loss in the fluid phase, effectively damp
ing the small-scale turbulence and increasing the thickness of 
the viscous sublayer, which is the main reason of the drag 
reduction. However, there is a counter-balancing effect. The 
increased effective density of the bulk fluid resulting from the 
addition of particles decreases the effective kinematic viscosity 
of the bulk fluid and tends to increase the viscous cutoff wave 
number in the suspension shear flow, and as a result there is 
a relatively narrow range of loading, for particles of a given 
type, over which the net drag reduction is achieved. Based on 
this reasoning, he developed a drag reduction viscous sublayer 
model. 
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Numerical studies have also been carried out to simulate the 
gas-particle suspension flow in a pipe. Abou-Arab and Abou-
Ellail (1987) applied a recently developed two-phase k-e model 
to analyze the momentum transfer in turbulent suspension 
flows. The two-phase k-e model showed slight reduction in 
momentum transfer, but did not identify the reduction mech
anism. Lee and Chung (1987) clearly showed that the appli
cation of a mixing length model based on an approximated 
balance equation for the turbulent kinetic energy can yield the 
correct reduction trend of momentum transfer. However, they 
did not treat the drag reduction mechanism separately in their 
model. They only obtained the correct numerical results by 
adjusting a few model constants and the wall boundary con
ditions. 

The objective of the present study is to test Lumley's the
oretical drag reduction model and to investigate the flow char
acteristics of the suspension flows at various loading conditions. 

2 Governing Equations and Eddy Viscosity Models 

(a) Governing Equations. The two-fluid approach is to 
regard the conveying gas phase and particulate phase as two 
interactive fluids in much the same way as one would regard 
the two species of a flowing binary mixture. The volume-
averaged governing equations in differential form for cylin
drical coordinates are given as follows. 

Governing equations of gaseous phase: 

d_ 

dx 
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r dr 

dUf 
3 dx 3 

rPf{\-a)Vf 

dUf 

IA 
r dr rpp. vf (1) 

dr 
dP 

- ( 1 - a ) — - p / l - a ) g 

IA 
r dr 

dUf 
rPf(l-a)(vfe-^—Uf'Vf') + Fm 

+ Pja V< ~di + rJr Wit/ Vf (2) 

P / O - a ) U, 
dVf 

dx 
+ V, 

dVf 

dr 

dVe -r 
rpjil-a)(vft-^--Vf") 

= - ( ! • 

1 

J P 1 9 
ot)— + - — 

dr r dr 

+Fpr + pfct'Vf' 

rPf{\-a)(vfl r 

dVf 

Yi_ w/z) 

dx 
Pfot'v/ Uf 

dr 

_d_ 

rdr 
rpf OL'V/ Vf (3) 

Governing equations of particulate phase: 
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In the above governing equations, we assumed that the par
ticulate phase consists of spherical solid particles of uniform 
size, that, since the volume fraction a is small, the interparticle 
collision is negligible and that the lift force is also negligibly 
small. In the derivation procedure of the governing equations, 
the third-order correlation terms, for example, ps a'up'vp' 

and ps a'Vp'1 etc., have been omitted, simply due to lack of 
information. 

Fpx and Fpr are the axial and radial forces per unit volume 
due to interaction between the two phases, respectively. For 
the particle Reynolds number less than 700, these interaction 
forces were approximated by Rizk and Elghobashi (1985) as 

Ps 
Fp^C^aiUp-Uf) 

Fpr=C2^a(Vp- Vf) 

(7) 

(8) 

where t* is the particle relaxation time given by t* = Psdp
2/ 

18/1(1 + 0.15 Re°-687). 
The coefficients C\ and C2 in equations (7) and (8) are drag 

correction factors, which account for the effect of the wall on 
the Stokesian drag. Near the wall the fluid decelerates in order 
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= cross-sectional area of 
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= van Driest damping 
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= friction factor 
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P 
R 

Re 
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= gravitational accelera
tion 

= turbulent kinetic en
ergy 

= ratio of viscous cutoff 
wave number under 
particle loading to that 
in the clean fluid 

= characteristic length 
scale for gaseous phase 
flow 

= static pressure 
= pipe radius 
= Reynolds number 

based on pipe diameter 
= particle Reynolds num

ber 

r = radial distance from 
the pipe axis 

5 = viscous cutoff fre
quency 

s = ratio of viscous cutoff 
frequency under parti
cle loading to that in 
the clean fluid 

tt = Lagrangian integral 
time scale 

t* = particle relaxation time 
scale 

£/, V - average mean velocity 
components in axial 
and radial directions 

u', v' = fluctuating velocity 
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to satisfy the no-slip condition at the wall while the particle 
slip by. Accordingly, the relative velocity between the particles 
and the fluid increases, thus augmenting the drag force of the 
particle. C\ and C2 have the following form (Rizk and Elgho-
bashi, 1985). 

C, 
9_ MA i MV i l M V _ ± (dp\ 
16 W 8 W 256 \2y) 16 \2y) 

-46)41(1); 
(9) 

(10) 

Equations (9) and (10) indicate that the interaction drag 
forces Fpx and Fpr are increased, for example, by about 20 and 
30 percent, respectively, at dp/y = 0.5 due to the wall presence. 

(b) Eddy Viscosity Models. Under the assumption of tur
bulence in a state of local equilibrium between the production 
and dissipation of the turbulent kinetic energy for both the 
conveying gas and particulate phases, several turbulence models 
of the scalar eddy viscosities were developed (Lee and Chung, 
1987; Choi and Chung, 1983; Chung et al., 1986). One of the 
well-proven models for the ratio of the scalar eddy viscosity 
in the particle laden flow to that in the clean fluid flow adopted 
in this study, has the form (Lee and Chung, 1987). 

1 

Pf H>-$ 
( i i ) 

where tt is the turbulent time scale and Cpe' is a model constant 
of about 3.5. 

The eddy viscosity of the clean pipe flow, e/o. is estimated 
from the mixing length model using the van Driest damping 
function, D, as 

ejo = K2(R-rfD2 ^ for (R~r)<-5 

dr 

= o R e % for (R-r)> 

K 

$.99 

(12) 

(13) 

£> = ( l - exp ( - . y + A4 + ) ) (14) 

where f is selected such that the numerical value of e/o matches 
smoothly between equations (12) and (13) at their interface 
and the values of a and b for pipe flow are 0.005 and 0.9, 
respectively (Crawford and Kays, 1975). 

The effective nondimensional thickness of the viscous sub
layer, A +, in equation (14) plays an important role in the 

Fig. 1 

10" 
ln(k+) 

Scaling relations in the viscous and inertial sublayers with and 
without particles, cited from Lumley (1976). DR refers to drag reduction. 

mixing-length model (Crawford and Kays, 1975). Experimental 
evidence in single phase flows is that the empirical value A + 

varies significantly with varying pressure gradient, transpira
tion or suction and surface roughness, etc. 

Likewise, when the particulate phase is suspended in the 
conveying fluid, A+ must depend upon the suspension con
ditions, particularly upon the loading ratio and the particle 
size. Turbulence structure of the dilute suspension flow is com
plicated by the fact that most particles of engineering interest 
are much larger than the Kolmogoroff length scale of the 
primary fluid near the wall region. 

Lumley's drag reduction viscous sublayer model (Lumley, 
1976) is derived as follows. For a relatively low Reynolds num
ber flow, there is a fluctuating relative velocity between the 
fluid and the particles due to the particle inertia. In the wall 
region of a particle-free turbulent shear flow, the occurrence 
of turbulence may be plotted as in Fig. 1. The abscissa is a 
wave number and the ordinate is the distance from the wall, 
which are both scaled with the friction velocity. The shaded 
region represents the occurrence of turbulence, and further the 
peak of the spectrum of the energy-containing eddies corre
sponds to the left boundary of the shaded region. The peak 
of the dissipation spectrum corresponds to the right boundary 
scaled with the viscous cutoff wave number, kd. Near the vis
cous sublayer, the two scales become the same order which is 
independent of the Reynolds number. 

Lumley (1976) states that most of the particle phenomena 
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with inertia happen when l/t* is smaller than the viscous cutoff 
frequency, s. For this case, the rate of energy dissipation at 
high frequencies due to the fluctuating relative velocities per 
unit total mass is modelled as follows: 

1.8Ce 'e(ir/2-l/0.74rf*) 
l + Z 

where Ce' is a model constant of about 1.2 (Elghobashi and 
Abou-Arab, 1983) and Z is a solids-gas loading ratio. He also 
considers the viscous dissipation by the presence of the particles 
as v/ts

2/(l + Z). Since the viscous dissipation plus the dissi
pation associated with the particles should dissipate all of e, 
we have 

"/i 
l+Z 

^ + 1 . 8 C/e(T/2-l/0.14st*) 
l+Z 

(16) 

In addition, Lumley shows that the viscous cutoff wave 
number, kd, is proportional to [{s/v/} (1+Z)]1 /2 . Then, the 
ratio of kd under particle loading to that in the clean fluid is 
given by 

kd=m+z)]m (n) 
where s = s(vfl/e)in. 

Substitution of the solution for s from the equation (16) 
into the equation (17) dictates that the presence of particles 
reduces the value of k~d. That is, just outside the viscous sub
layer, this reduction in kd will cause the apex of the shaded 
region to move farther from the wall and create the corre
sponding drag reduction viscous sublayer of the particle con
veying suspension flow as can be seen in Fig. 1. By Lumley, 
the drag reduction viscous sublayer thickness, AD£, is given 
by 

8 = kd-
4/1 = m + Z)r2/i (18) 

and 

AD^&0
+5 (19) 

where § is the ratio of sublayer thickness under particle loading 
to that in clean fluid and So is the viscous sublayer thickness 
for clean fluid. The drag reduction viscous sublayer thickness, 
ADR , corresponds to the intersection of the right and left edges 
of the diagram in Fig. 1. 

Accordingly, estimation of the damping constant A + of the 
particle conveying fluid, can be done by the following. 

A+=A0
+ for A0

+ >ADR (20) 

A+ =ADi otherwise (21) 

where AQ
+ is an effective viscous sublayer thickness of clean 

fluid. It is found that the above model equation (20) and (21) 
yields the best agreement with the experimental data (Booth-
royd, 1966). Thus, A+ is strongly dependent on the particle 
relaxation time, Kolmogoroff time scale and loading ratio. All 
physical quantities in equations (15)-(21) are evaluated at the 
distance from the wall corresponding to the viscous sublayer 
thickness in clean fluid. 

For estimating the eddy viscosity and the virtual laminar 
kinematic viscosity of the particulate phase, the models pro
posed by Choi and Chung (1983) are employed here. 

1 

1 + (9' 
(22) 

(23) 

For details of these models, refer to the original presentation 
in Choi and Chung (1983). 

(c) Eddy Diffusivity Models. The turbulence closures for 
the time averaged products a'vp', a'up', a'v/ and a'u/ in 

equations (l)-(6) are made by assuming scalar eddy diffusiv-
ities. The turbulent mass transfer may be represented by the 
scalar transport hypothesis with the turbulent Schmidt number 
(o^ = 0.7); for example, 
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3 Computational Procedure 
Since the two-fluid momentum equations are parabolic dif

ferential equations, the forward marching technique (Patankar 
and Spalding, 1970) is applied in this study. The Patankar-
Spalding (1970) coordinate system is appropriate for solving 
the boundary layer flows using the von Mises transformation. 
Pressure gradient in the momentum equation is calculated with 
a modified form of the formulae proposed by Patankar and 
Spalding (1970). 

dP 

dx 

2T„f WrUf dA 

R A2 dx 
Pp{Up-U/) 

(24) 

Pja'v/ dU/ 

( 1 - a ) ~dr~_ 

where A A means area average and rw/is wall shear stress. 
The initial mean velocity profiles of both phases are assumed 

to be fully developed ones. The inlet mean concentration of 
the particulate phase is assumed to be uniform across the 
section with the given particle loading, pp = Zp/. All the radial 
gradients are set to zero on the axis of symmetry. 

The particles are known to slip over the wall surface, while 
the fluid satisfies the no-slip condition. A slip condition for 
the particulate phase at the wall is imposed on the streamwise 
velocity component. The mass center of the particles can not 
exist in very near the wall region, y < 0.5dp, since the distance 
from the wall is smaller than the particle radius. Then the slip 
velocity for the particulate phase at the wall may be approx
imated as follows: 

U„=U, '/». (25) 

In our earlier study (Lee and Chung, 1987), the boundary 
condition of Up at the wall was given by an empirical relation 

—;— — 0.8 —— based on experimental data of Lee and Durst 
dr dr 

(1982) and Tsuji et al. (1984). Since previous boundary con
dition can not be considered as a universal, applicability of 
such empirical boundary condition is not guaranteed to be 
valid in other flow conditions; for example, different particle 
size, Reynolds number and loading ratio. 

The boundary conditions at the wall for other variables are 
Uf= Vf= Vp= 0 and dPp/dr = 0. 

By combining equations (11) and (22), and using a relation 
t( = I2 / t/, the Lagrangian time scale, tt, can be obtained by 
solving the following equation by the Newton-Rhapson tech
nique. 

ej0tt+(e%t*2~e})tf-(cpe' Se cefit,-t}t*2=o (26) 

4 Computational Results and Discussion 

Boothroyd's experiments (1966) with fine particles in vertical 
tubes are selected to test the present models for turbulent gas-
particle flows. We have reviewed his experiments in some detail 
(Lee and Chung, 1987; Choi and Chung, 1983) and a brief 
description is as follows. The measurements were carried out 
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Fig. 3 Comparison of predicted pressure drops with the experiments 
of Boothroyd (1966) 

with spherical zinc powders. The particle size was distributed 
over 0-40 /tm with an average size of 15/̂ m. Pipe diameters 
were 0.0254m (dp/D = 5.91 xlO"4), 0.0508m (d„/ 
2? = 2.95 XlO'4), and 0.0762m (dp/D= 1.97 x 10"4) and the 
loading ratios varied between 0.5 to 5. 

Comparisons of the present results with Boothroyd's data 
(Boothroyd, 1966) for the friction factor ratios are presented 
in Fig. 2. The Reynolds number based on the pipe diameter 
and average velocity of the clean flow was 53,000. This figure 
shows that as the relative particle size dp/D increases, drag is 
significantly reduced. It can be seen that the results by the 
present model are in excellent agreement with the experimental 
data. Especially, predictions of the minimum friction factor 
ratios are satisfactory. 

Figure 3 shows the ratio of the pressure drop of the sus
pension flow to that of clean gas flow under the same con
ditions as Fig. 2. The pressure drop in the vertical pneumatic 
conveying line can be broken down into the hydrostatic pres
sure drop, pressure drop due to acceleration, and frictional 
pressure drop for the conveying gas phase and the particulate 
phase (Boothroyd, 1971). In dp/D = 5.91 x 10~4, the pressure 
drop and the frictional pressure drop are always less than those 
of clean fluid. For the case of dp/D = 1.97 x 10 " 4, the pressure 
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Fig. 4 Estimation of effective non-dimensional sublayer thickness us
ing equations (20) and (21) 

drop and the frictional pressure drop are always larger than 
those of clean fluid. Ffom Fig. 2 and Fig. 3, it is found that 
as the relative particle size decreases and loading ratio in
creases, the hydrostatic pressure drop is a predominant factor 
of the pressure drop of gas-particle suspension flow. 

Figure 4 represents the effective non-dimensional sublayer 
thickness, A +, calculated from equations (20) and (21). It 
shows that as the relative particle size, dp/D, increases, the 
effective viscous sublayer thickness of the suspension flow 
increases notably. In the case of the largest relative particle 
size, the solid particles substantially reduce the level of near-
wall turbulence at relatively low loading, which means that the 
effective viscous sublayer, A +, is thickened from a value of 
A + = 26 to a value of the order of 100. The dramatic change 
of A+ near Z = 1 is, however, not yet understood. When the 
pipe size becomes smaller, the velocity gradient becomes larger 
in the wall region under the same Reynolds number condition. 
In such a case, the lift force is not negligible. High lift force 
near the wall causes less particles to exist in that region, which 
reduces the viscous sublayer thickness. Since our model equa
tion does not contain the lift force term, the suppression of 
the viscous sublayer thickness in smaller pipe due to such lift 
force can not be taken account of, and thus, our model may 
overpredict A+ for low loading ratio in smaller pipe flow. 
However, for dp/D = 1.97 x 10"4, it remains more or less the 
same at about 26. Therefore, for dp/D = 1.97 xl0~4 , drag 
reduction does not occur. 

From the results of Figs. 2, 3, and 4, it is concluded that 
the effective viscous sublayer thickness for two-phase flow is 
dependent on the particle relaxation time, Kolmogoroff time 
scale and the solids-gas loading ratio. 

Figure 5 shows the mean axial velocity profiles of gaseous 
phase normalized by the centerline mean velocity of the clean 

4 and 5.91 x 10'" with the solids-fluid in dp/D = 1.97x10 
gas loading ratio as a parameter. The profile for dp/D = 
1.97x10 becomes more rounded for all non-zero loading 
ratios. For the case of dp/D = 1.97 x 10~4, the trend of velocity 
profile with loading ratio is in agreement with experimental 
observation by Boothroyd (1967) (see Fig. 18 in Boothroyd 
(1967)). However, for loading ratio of unity in dp/D = 
5.91 xlO"4, the mean velocity profile in the turbulent core 
flattens and the center velocity is slower than that of the pure 
gas. The profile becomes more rounded and the center velocity 
becomes faster with increasing loading ratio. 

Figure 6 shows the normalized spatial distribution of par
ticles in dp/D= 1.97x 10'4 and 5.91 x 10'4 with the loading 
ratio as a parameter. In dp/D= 1.97 x 10"4, as the loading ratio 
increases, the particles near the wall region are more concen
trated than those in the turbulent core. This trend is in agree-
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Fig. 7 Estimation of normalized particle wall slip velocity using equa
tion (25) 

ment with experimental observation by Boothroyd (1971) (see 
Fig. 9.1 in Boothroyd (1971)). However, because our models 
do not include the electrostatic charging effect, the concen
tration of the particles near the wall at higher loading ratio is 
underestimated more than that of Boothroyd's experimental 
data (Boothroyd, 1971). At the loading ratio of 1 in dp/ 
D=5.91xlO with the effective viscous sublayer thickness 
of the order of 100, the particle concentration first decreases 
and then rapidly increases approaching to the wall. The sharp 
variation of the particulate phase density near the wall region 
as shown in details in the inset of Fig. 6 is qualitatively con
sistent with a Lagrangian simulation of Kallio and Reeks (1989) 
(see Fig. 5 in Kallio and Reeks (1989)). Because the particle 
concentration near the wall region is directly related to the 
effective viscous sublayer thickness, it is thought that an op
timum combination between the loading ratio and the relative 
particle size can be selected in order to maximize drag reduc
tion. 

Figure 7 shows the normalized particle slip velocity calcu
lated from equation (25). In dp/D = 2.95x10" and 
5.91 x 10 , the normalized particle slip velocities first decrease 
and then slightly increase as the loading ratio increases. This 
phenomenon occurs due to the change of the effective viscous 
sublayer thickness as can be seen in Fig. 4. However, in dp/ 
D = 1.97 x 10~~4, it decreases with increasing the loading ratio. 

5 Conclusions 
A "two-fluid model" using Lumley's drag reduction viscous 

sublayer model has been employed to investigate the two-phase 
vertical pipe flows using an extended mixing length theory. 
The following conclusions may be drawn from the predicted 
results, which are in agreement with experimental observations. 
The major cause of decrease in the friction factor at low loading 
ratios is the increase of viscous sublayer thickness caused by 
the suppression of turbulence near the wall by solid particles. 
The effective viscous sublayer thickness for two-phase flow is 
dependent on the particle relaxation time, Kolmogoroff time 
scale, and solids-gas loading ratio. An optimum combination 
between the loading ratio and the relative particle size can be 
selected in order to maximize drag reduction. As the relative 
particle size, dp/D, increases, drag is reduced significantly. 
When drag reduction occurs at low loadings, the gas velocity 
in the central region of the pipe is slower than that of pure 
gas, and its profile flattens. However, the gas velocity is faster 
than that of pure gas and its profile becomes more rounded 
in the central region of the pipe for higher loading ratios or 
when drag reduction does not occur. For small relative particle 
sizes, the particles are more concentrated near the wall region 
with increasing loading ratio. As the relative particle size de
creases and loading ratio increases, the pressure drop due to 
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gravity is a predominant factor of the suspension pressure 
drop. 
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A Singular Perturbation Solution 
for Couette Flow Over a 
Semi-Infinite Porous Bed 
An analysis has been performed to study conjugate Couette flows in a channel over 
a packed-spheres bed of semi-infinite extent. The Brinkman model is used as the 
momentum equation in the porous bed with the variation of porosity approximated 
by an exponential function. An approximate expression for the permeability of the 
bed, applicable for a wide range of porosity, is constructed. A singular perturbation 
solution is obtained for the velocity distribution in the packed-spheres bed. The 
streamwise velocity and the shearing stress of the conjugate flows in the channel 
and in the packed-spheres bed are matched at the fluid/porous bed interface. An 
explicit analytical expression for the slip coefficient is obtained by comparing the 
results based on the present formulation with those based on Beavers and Joseph's 
formulation. It is shown that the value of the slip coefficient decreases as a result 
of the variable porosity effect. 

I. Introduction 
In recent years the problem of conjugate flows in superposed 

fluid and porous layers has attracted considerable attention 
because of its applications to groundwater flow in fractured 
reservoirs, and the contamination of pollutants in rivers and 
lakes. Traditionally, the analyses of flow in underground media 
have been based on Darcy's law where shearing stresses are 
neglected (Bear, 1972; Cheng, 1978). For flow in superposed 
layers, there is experimental evidence that the effect of the 
viscous shear in the fluid layer may penetrate into the perme
able layer (Beavers and Joseph, 1967; Beavers et al. 1970). To 
account for this effect while retaining the Darcy-law formu
lation; Beavers and Joseph (1967) have proposed a slip velocity 
boundary condition at the interface given by: 

du* 
dy* (uf-Q*) (1) 

where u* is the velocity in the fluid layer; u* is the slip velocity 
at the interface at y* = 0; K* is the permeability of the porous 
bed which is assumed to be constant; Q* is the velocity in the 
bulk of the porous bed; and a is the dimensionless slip coef
ficient which depends on the variation of the porosity. In an 
experiment of Poiseuille flow over a porous bed, Beavers and 
Joseph (1967) found that their predicted mass flow rate in the 
fluid layer would match with their experimental results if the 
value of a = 0.1 is used for the aloxite porous specimens, and 
the value of a = 0.78 — 4.0 is used for the foametal porous 
specimens. The smaller value of the slip coefficient a for the 
aloxite porous specimens is attributed to the fact that aloxite 
is a granular material which has a greater porosity near the 
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edge of the material, while the foametal specimen is a "lattice-
type" material which has a uniform porosity. In another ex
periment of coupled Poiseuille flow in a fluid layer and a 
porous layer consisting of metallic fibers, Beavers, et al. (1970) 
confirm that the value of a = 0.1 should be used in the slip 
flow formulation in order to match their theoretical results 
with their experiments. On the other hand, Taylor (1971) found 
that a = 1 should be used in the slip flow formulation in order 
to match their theoretical results with their experiments on 
Couette flow over a porous bed consisting of parallel plates. 

Recently, a number of studies (Neale and Nader, 1974; Rud-
raiah, 1985; Somerton and Catton, 1982; Nield, 1977) have 
used the Brinkman model (Brinkman, 1947) with constant 
porosity for the study of flow in superposed fluid and porous 
layers. Based on this model, the artificial slip boundary con
dition given by equation (1) is not needed since the Brinkman 
model contains a shearing stress term which allows the match
ing of the shearing stress across the fluid/porous bed interface. 
For the problem of Poiseuille flow over a semi-infinite porous 
bed, Neale and Nader (1974) have shown that the Brinkman 
model with constant porosity is identical to the Beavers and 
Joseph's formulation if the slip coefficient a is identified as 

(2) 

where LI* is the viscosity of the fluid in the porous medium 
which is assumed to be different from the viscosity of the fluid 
layer given by ti. 

The purpose of this paper is to investigate the effect of 
porosity variation on fully-developed conjugate flows in a 
channel bounded by a semi-infinite porous bed where the mo
tion of the fluid is induced by the movement of the upper 
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boundary of the fluid layer, i.e., a conjugate Couette flow. 
The Brinkman model, with the porosity variation approxi
mated by an exponential function, is used as the momentum 
equation in the porous bed. This formulation is, admittably, 
an oversimplification of a complex physical phenomenon. 
However, a comparison of the theoretical results based on this 
model with a number of natural convection experimental data 
has shown that this is the most accurate model available for 
the study of transport phenomena in porous media with a finite 
ratio of particle diameter to the characteristic length of the 
problem (David et al. 1990). • 

In this paper, an approximate expression for the permea
bility, applicable for a wide range of the porosity from 0.4 to 
1.0, is constructed. An analytical expression is obtained for 
the velocity distribution in the semi-infinite porous bed. The 
velocity and shearing stress of the conjugate flows in the porous 
bed and in the channel are matched at the interface. An explicit 
expression for the slip coefficient is obtained in terms of the 
parameters in the porosity variation. It is shown that the value 
of the slip coefficient decreases as a result of porosity variation 
near the porous bed/fluid interface, as postulated by Beavers 
and Joseph (1967). 

II Wall Effects on Porosity and Permeability 

Measurements on the porosity of a packed-sphere bed show 
that the porosity changes drastically near a bounding wall 
because of the point contact between the spheres and the wall. 
It has been found that the porosity changes from a value of 
0.36 ~ 0.4 in the core to almost unity near the bounding surface 
(Roblee et al. 1958; Benenati and Brosilow, 1962). Chandra-
sekhara and Vortmeyer (1979) have proposed that the porosity 
variation near a wall can be approximated by an exponential 
function. In this paper, the porosity variation in the packed-
spheres bed at y* > 0 (see Fig. 1) will be approximated by 

r=^+^s-K)e~Niy*/dp (3) 
where y* is the distance from the porous medium/fluid inter
face located at y* = 0; dp is the particle diameter; 0o a n d 
</>£ are the porosities at the interface and far away from the 
interface. In most of the previous studies (Chandrasekhara 
and Vortmeyer, 1979; Vortmeyer and Schuster, 1983; Vafai, 
1984), the values of </>0* = 0.8, 0£ = 0.4 and JV, = 2 have 
been used in connection with equation (3). However, recent 
studies (Hunt and Tien, 1987; Cheng et al. 1990) have shown 
that the value of Nx = 5 ~ 6 should be used in equation (3) 
instead. 

For a packed-sphere bed with uniform porosity (4>* = <f>o 
= <t>Z° = 0.4), the permeability and the porosity are related 

K*=-
A(\-<t>*Y 

(4) 

where A = 180 is the Ergun constant (Ergun, 1952). For a 
dilute array of spheres the drag on each sphere follows the 
Stokes law, and the permeability of such an array of spheres 
is given by 

K* 
d2

Pr2 

'18(1-0*) 
, as ^* —1 (5) 

Recently, Zick and Homsy (1982) have shown numerically that 
the permeability of a periodic array of spheres is in good 
agreement with equations (4) and (5) at the limits of </>* = 0.4 
and <j>* — 1, respectively. Thus, for a variable porosity medium 
where the value of <p* may vary from 0.4 to 1.0, the expression 
for the permeability valid for 0.4 <</>*< 1.0 can be constructed 
from equations (4) and (5) to give 

K* 
d2

p4>^F(<j>*) 

~ A(\-p? (6a) 

Fig. 1 Coordinate system 

F(0*) = l - e x p 10 m (6b) 

where equation (6) reduces to equation (4) and (5) as <£*-* 0.4 
and <}>*~\ respectively. Equation (3) and (6) will be used as 
the expressions for the porosity and permeability in a variable 
porosity bed in this paper. 

I l l Solutions for the Conjugate Flows 
We now consider the problem of fully-developed conjugate 

flows in a channel bounded by a semi-infinite variable porosity 
bed at y * > 0 (Fig. 1). The motion of the shear-driven flow 
is induced by the movement of the upper boundary of the 
channel located at y * = - H. We shall now obtain the 
solutions for the channel flow and the porous media flow 
separately, and the solutions will be matched at the fluid and 
porous bed interface based on the continuity of velocity and 
shearing stress. 

A. Solution for the Channel Flow. The governing dimen
sionless equation for the Couette flow in the channel is 

d2u 

dy2 -0, -l<y<0 (7) 

wherey = y*/Hand u = u*/u* with u* denoting the velocity 
of the upper boundary. The boundary conditions are given by 

y=-L «" = 1 (8) 

y = 0-, u-=u, (9) 

where «, = u*/u* is the dimensionless velocity at the interface. 
The solution of equation (7) subject to boundary conditions 
(8) and (9) is 

u- = (y+\)u,-y. (10) 

where the dimensionless interface velocity ut remains to be 
determined. 

B. Solutions for the Porous Media Flow. The governing 
dimensionless equations for the shear-driven flow in a variable 
porosity medium based on the Brinkman model with porosity 
and permeability given by equations (3) and (6) are 

2 v y>0 (11) 
" dy2 ~ K 

<A=l + ( 0 o - l ) e - A ' ' ^ , y>0 

K=-
4>'F(cj>) 

with 
F = l - e x p 

[ l + c . ( l - 0 ) r 

l - # # " 
10 

*£* 

(12) 

(13) 

(14) 
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where u+ = u*/u*. 0 = 0 V 0 £ , 0o = 0o/0J„ K = K*/K^, 
ca=_K/(l - 0£) = 2/3 (if 0* = 0.4), and a = 

bJKl/fcy H = ey with e = 0 ' / yjA(l-^) = 0.005465 
(if A = 180 and 0£ = 0.4) and y = dp/H being the dimen-
sionless particle diameter. 

Equations (11)-(14) are to be solved subject to the following , 
boundary condition at infinity 

7 - o o , « + = 0 (15) 

and the interface conditions 

u+(0+) = u-(0-) 

du+ 

0*(O+) dy 
(0+) : 

du (c\-\ 
dy 

(16) 

(17a) 

Note that for the special case of 0o = <t>* (0+) = 1, equation 
(17a) implies the continuity of slope across the interface. With 
the aid of equations (10) and (16), equation (17a) can be sim
plified as 

1 du+ 

0o dy 
(0+) = w + ( 0 + ) - l 

Equations (11)—(14) and (15)—(17) are the governing dimen-
sionless equations and boundary conditions for flow in the 
semi-infinite porous bed. Numerical solutions to the two-point 
boundary value problem could have been obtained by the 
Runge-Kutta method, or by the finite difference method. How
ever, an analytical solution is preferred here for the purpose 
of obtaining an analytic expression for Beavers and Joseph's 
slip coefficient (see Section IIIC below). To this end, we shall 
now obtain approximate analytical solutions for the cases of 
0o = 1 and 0o ^ 1 separately. 

Analytical Solution for the Case of 0o = 1. For this case 
we introduce the following new independent variable 

Y=Y/e2/3=y/A (18) 

where e = a/y and A = ye2/3. Substituting equation (18) into 
equations (11)-(14) gives the following equations for the first 
approximation: 

(19a) , = 0 0 - ^ ( 0 0 - 1 ) € 2 / 3 F 

F=lOAr , ( l -0£)e 2 / 3 r 

K-
1 0 ( 1 - # , ) 
<l>U2nYN, 

and 

where X 

dV_ 
dY2 •\2Yu+=0 

(19b) 

(19c) 

(20) 

= 0.3651 (if 06* = 0.4 and A/, = 5). 

'-<4&--*-' 
Equation (20) is to be solved subject to the boundary conditions 

(21«) 

y - . o o ) M + = 0 (216) 

The solution of equation (20) subject to the boundary con
dition (216) is (Abramowitz and Stegun 1965) 

AY»2Km\2^' 

u+=-

X Y 3/2 

- ( f ) 
5-=0 

( |) F1/2^1/30Xy^) (22) 

where Kl/3 (z) is the Bessel function of the second kind, T is 
the Gamma function, and A is a constant to be determined. 
Substituting equation (22) into equation (176) gives 

1 (23a) 

> • ! 

where 

D-
(!) 

^ 
© - * = 0.7290X2 (236) 

Thus, for the case of 4>o = 1, the velocity in the channel is 

Mi+y) 
u ^ -^nr—y, - l s v < 0 

[A + 0.7290X2/3] 
while the velocity in the semi-infinite porous bed is 

(24) 

(176) ..+ A(X73)1/3r(2/3) 
TT(A + 0 .7290X 2 / 3 ) 

u = (y/A)U2Kh | Hy/Af2 ,y>0 

It follows that the velocity at the interface (y = 0) is 

1 
Ui=u+(0+) = u-(Q-) = -

1+-
0.7290 X2/3 

(25) 

(26) 

Analytical Solution for the Case 0o* ^ 1. For 0.42 < 06* 
< 0.98, we introduce the following new independent variable: 

Y=y/a (27) 

Substituting equation (27) into equations (11)—(14) yields the 
following equations: 

0 = 0o + e0,y+O(e2) 

F= JF0 + eF,y+0(e2) 

1 

(28) 

= a0 + ea1Y+0(e*) 

and 

where 

K 

^yr = \2(z0+Y)u++0(e2) 

X2 = <l/i, Zo=/oA2 

/O = 0OO!o, /l=0iao+0O°!l» 0O = 06*/0 

(29) 

(30) 

0i = (0o-l)-?Vi. "0 = 73 
(1-0OT 

0ofo(l-0*o) 

/30! 20*0, | FA 

\ 0 o ( l - 0 i 0 o ) Fj 
with 

« 0 

and 

„ 1001 
Fi = ~ J^J e x p 

0»0O 
-K^f) 

Equation (29) is to be solved subject to the boundary conditions 

(31«) 
r 

F-.00: M
+ = 0 (316) 

a0o dY 
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Here, the solution for w+ is carried out directly to O(e) to be 
in the same accuracy consistent with the solution for the case 
of 05 = 1 obtained in the preceding paragraph. 

The solution to equations (29) and (31 b) is (Abramowitz 
and Stegun, 1965) 

(z0+Y)W2Km -UZo+Y)i/2 

Zo A I / 3 
\ , 3/2 

3-X.o 

-, 0 < F < o o 

Substituting equation (32) into equation (31a) yields 

1 
A=-

1+-
D 

o<t>o 

(32) 

(33a) 

where 

Zl
0
/2%K_ 

D = -

2X 
foU2K -JTK 

K, l~Z\'2 K. \fl'2/* 
and the interface velocity is given by 

: M + ( 0 ) = ^ = — "/ = 
1+-

D 

o4>o 

(33ft) 

(33c) 

We now consider equations (32) and (33) at the limits of 
06* — 0£ and 0Q — 1, respectively. At the limit of 4>fi — 02, 
(which is the case of a constant porosity medium), we note 
that Fy = 4>i = <xi = / i = 0, F0 = fo = 0o_ = 1. and 
consequently ZQ — °°. At this asymptotic limit, D = 1 and 
equations (32) and (33) give 

u+=A e x p [ - F ] , 0 < f < o o (34) 

where 

A = u+(0) = 
1 

(35) 

1+-
cr0o* 

Consider next the case of 06* — 1. At this limit, we note that 
/o -* 0, / i — 0S>2 / 10 (1 - 0J.) and consequently z0 = 0 and 
\ — r^' *• \ At- +UIr> noi7mnt/\ti/i 1II-M-I+ a/ii intiAti (I'W rQ/4iii-»Qp +/A X = e"'1 X. At this asymptotic limit, equation (32) reduces to 
equation (25) since X Y 3/2 = X?yl-

C. Comparison With Beavers and Joseph's Formula
tion. We now obtain the solution of the present problem 
based on Beavers and Joseph's formulation. Their approach 
is based on the following assumptions: (1) Darcy's law is ap
plicable in the porous bed, (2) the porosity is constant through
out the porous bed, i.e., 0* = 02, = 0.4, K* = Kt, and (3) 
the interface condition is given by equation (1). 

The solution for the channel flow is again given by equation 
(10). Imposing boundary condition (1) on equation (10) and 
noting Q* = 0 in the porous bed for the present problem with 
no externally imposed pressure gradient, we obtain the fol
lowing expression for the slip velocity at the interface 

1 

1 + 
aH 

(36) 

Comparing equation (36) with equations (26), (32), and (35) 
gives the following expressions for the slip coefficient: 

(/) For 06*= 1, a = 
O.72902T2 TV, 

1801/610 
= 0.08659 

(l-0oo) 

(if 02, = 0.4 and Wi = 5) (37a) 

(/'/) For 0.42< 0O* <0.98, 

Z> V02, ,1 / 2 
« = — = / o 

00* 

(Hi) For 0O* = 0O* = 0.4, = 

(376) 

= 1.58. (37c) 

It is relevant to note that the analytic expression for the slip 
coefficient a given by equation (37) is possible because the 
interface slip velocity has been obtained in closed form as given 
by equations (26), (32), and (33c). Had we obtained a numerical 
solution to the problem, an explicit expression for the slip 
coefficient a cannot be obtained since a comparison with equa
tion (36) is not possible. It can be concluded from equation 
(37) that the value of the slip coefficient a depends only on 
the porosity variations (i.e., the values of 0o, 02, and A^). The 
fact that the slip coefficient a is independent of the dimen-
sionless particle diameter y is unexpected and can only be 
shown when an analytical solution is obtained. Note that equa
tion (37c) is in agreement with equation (2) since /u/^* = 
0£ for a constant porosity medium according to the present 
formulation. 

IV Results and Discussion 
The velocity distributions of the conjugate flows given by 

equations (24)-(26) for 0Q = 1, equations (32) and (33) for 
0.42 < 0o* < 0.98, and equations (34)-(35) for 0O* = 0.4 are 
computed with 0£ = 0.4, N{ = 5 and A = 180 at selected 
values of the dimensionless particle diameter y. The computed 
velocity are presented in Figs. 2 and 3. Since no measurements 
are available for Couette flow over a packed-spheres bed, a 
comparison of theoretical and experimental results cannot be 
made. 

Figure 2(a) shows the effect of the dimensionless particle 
diameter 7 on the velocity distributions for the case of 0o = 
1. It is shown that viscous shear effect penetrates into the 
porous bed. The depth of penetration increases with increasing 
value of the dimensionless particle diameter 7; the magnitude 
and slope of the tangential velocity are continuous across the 
interface. 

Figure 2(b) shows the effect of the interfacial porosity 0o 
on the velocity distributions at a given value of the dimen
sionless particle diameter 7 (7 = 0.3). As the interfacial po
rosity increases from 0.4, the tangential velocity increases 
everywhere in the channel and in the porous bed. For the case 
of 0o ^ 1, although the magnitude of the tangential velocity 
is continuous across the interface, the slope of the tangential 
velocity is discontinuous. This is because although the shearing 
stress of the channel flow and the porous media flow are 
matched at the interface, the effective viscosity in the porous 
medium differs from that in the fluid layer, resulting in a 
discontinuity of slope at the interface (see equation (17a)). This 
effect becomes more pronounced as the interfacial porosity 
0£ decreases from unity. 

The interfacial velocity as a function of the interfacial po
rosity 0o and dimensionless particle diameter 7 is presented in 
Fig. 3. It is shown that the interfacial velocity increases with 
increasing value of the interfacial porosity 0o or the dimen
sionless particle diameter 7. For the case of uniform porosity 
(0o = 02, = 0.4), the interfacial velocity increases almost lin
early with the dimensionless particle diameter 7. For other 
values of interfacial porosity 0o, the interfacial velocity is also 
linearly proportional to the dimensionless particle diameter y 
for small value of 7 (7 < 0.2). At higher value of the dimen
sionless particle diameter 7, the variation of the interfacial 
velocity begins to deviate from that of a straight line. 

The slip coefficient a given by equation (44) is presented in 
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Fig. 2(a) Effects of dimensionless particle diameter y on the velocity 
profile of the conjugate shear-driven flow 
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Fig. 3 The interfacial velocity u, as a function of dimensionless particle 
diameter y at selected values of interfacial porosity $J 

Fig. 4 The variation of the slip coefficient a as a function of the inter
facial porosity <l>i 
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Fig. 2(b) Effects of interfacial porosity <t>S on the velocity profiles of 
the conjugate shear-driven flow 

Fig. 4 as a function of the interfacial porosity 4>Q . It is shown 
that the slip coefficient a decreases from a value of 1.58 at 
$o = 0.4 (uniform porosity medium) to a value of 0.08659 at 
4>o = 1. This confirms with Beavers and Joseph's postulation 
that the value of the slip coefficient would decrease as a result 
of the variable porosity effect. 

V Concluding Remarks 
An approximate analytical solution based on a perturbation 

method has been obtained for the conjugate Couette flow in 
a channel over a semi-infinite medium with variable porosity. 
It is shown that the dimensionless velocity profiles in the chan
nel and in the porous bed depend not only on the porosity 
variation (i.e., the values of $}, <££, and A^), but also on the 
dimensionless particle diameter 7. However, the slip coefficient 
a for the present problem is found to be independent of the 
dimensionless particle diameter 7. The value of the slip coef
ficient a is shown to decrease because of the variable porosity 
effect, which is in agreement with experimental observations. 
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Visualization of High Blockage Flow Behind a Flat Plate 
in a Rectangular Channel 

C. O. Popiel1 and J. T. Turner2 

Nomenclature 
a 

A 

b 

B 
h 

R 
Re 
AT 
V, 

x, y 
V 

= length of plate (a= 350 mm) or 
cylinder 

= aspect ratio of plate or cylin
der, a/b 

= width of plate or diameter of 
cylinder 

= area blockage ratio, b/h 
= height of channel having rec

tangular cross section, axh 
= length of recirculating wake 
= Reynolds number, U^ h/v 
= camera exposure time 
= mean gap velocity 
= coordinates (Fig. 2) 
= kinematic viscosity of fluid 

Introduction 
Flow configurations involving a baffle or other bluff body 

located in a flow channel occur in many devices. Recently, 
interest in the influence of high blockage on cross flow has 
grown due to the need to verify computational solutions for 
the flow and temperature distributions in engineering situa
tions, such as occur in nuclear reactor subchannels (e. g., 
Kottowski, 1981) and combustion systems (e. g., Gosman, 
1987). Flow past a normal flat plate placed centrally in a 
confined two-dimensional channel is geometrically one of the 
simplest high blockage flow arrangements which can be en
visaged. The details of the flow are characterised by a recir
culating wake surrounded by two separated shear layers 
springing from the edges of the plate. The situation may be 
further complicated by the appearance of regular vortex shed
ding. When the frontal area of the bluff body relative to the 
channel cross section (the blockage ratio) becomes sufficiently 
high, significant changes in the mean flow distribution occur 
and vortex shedding may be suppressed. It is believed that the 
strong reverse flow in the wake on its axis can be an important 
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factor in the mechanism that suppresses the vortex shedding 
(McKillop and Turner, 1986). 

The mechanism by which coherent flow structures are formed 
in the near-wake region behind a flat plate, held normal to the 
nominally two-dimensional channel flow, is not fully under
stood and few papers on this subject appear to have been 
published. The effect of low levels of blockage (from 2 to 16 
percent) and aspect ratio (from 4 to 10) on the flow past a 
circular cylinder was studied by West and Apelt (1982). They 
concluded that blockage ratios beyond 6 percent can produce 
considerable distortion of the flow. For high blockage two-
dimensional flow over circular cylinders, the critical value of 
blockage ratio at which vortex shedding ceases, according to 
Sanei (1984) and Mabuchi and Hiwada (1982), is between 0.58 
and 0.60. Other details concerning the near wake created by 
flow past a normal flat plate at a blockage ratio of 10 percent 
and aspect ratio of 15 were published by Bradbury (1976). His 
results, obtained with the pulsed-wire anemometer, showed 
that the wake extends to approximately two plate widths down
stream and is characterized by a very high reverse flow in which 
the mean velocity level attains 50 percent of the freestream 
velocity in the gap. The purpose of the present visualization 
study was to obtain a direct insight into the nature of the high 
blockage flow and to recognize its general features. 

Experimental Setup and Flow-Visualization Techniques 
The experiments were performed in an open return recir

culating water loop (Fig. 1) with a test section constructed 
from high quality 10 mm thick glass. The mean velocity profiles 
across the test section (without the blockage plate in position) 
measured with a laser Doppler anemometer revealed the pres
ence of boundary layers on the top and bottom walls of the 
channel, with a thickness of about 18 percent of the channel 
height. The turbulence intensity at the center of the channel 

Fig. 1 Layout of water rig used for visualization of high blockage flow 
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did not exceed the value of 4 percent. Two flat plates, 71 by 
350 mm and 50.8 by 350 mm, respectively, and each 6 mm 
thick, were mounted symmetrically in turn in the test section 
with their planes normal to the incident flow. This produced 
corresponding values for the area blockage and plate aspect 
ratios of B = 0.7 and .4 = 4.9, or 5 = 0.5 and A = 6.9, respec
tively. The sharp edges of the plates were bevelled at 45°. 

Particle Streak Photography. The flow was made visible by 
creating a suspension of small polystyrene beads (below 0.2 
mm in diameter). Illumination'was provided by a 15 mm wide 
sheet of intense light, which was generated by a 250W lamp 
using a cylindrical collimating lens attached to the optics of a 
standard slide projector. The light sheet was directed across 
the horizontal and vertical directions at the center of the chan
nel and at right angles to the flow direction. The pictures were 
taken with the camera located to the side or above the test 
section (referred to subsequently as the side or top views). 

Dye Flow Visualization. Red and blue dye were injected into 
the two boundary layers on the front surface of the plate 
through two small holes (1 mm in diameter) located symmet
rically at the mid-span plane in the vicinity of the stagnation 
line (y = ±6mm). By this means, the evolution of the free 
shear layers after separation from the sharp edges of the plate 
could be made visible. It was found that reliable flow patterns 
could only be obtained at gap velocities higher than approx
imately 14 mm/s. At lower velocity levels, the inevitable slight 
differences in density between the food coloring dye solution 
and the bulk water caused significant deformation of the dye 
filaments. This typically appeared, after boundary-layer sep
aration, as fine feathering on the edges of the dye streak. 

Results and Discussion 
No large-scale (of order b) regular vortex shedding could be 

found for either plate or Reynolds number, although a well-
established large recirculating wake was observed in both cases. 
Three regions of distinct flow behavior, which evolved in the 
wake as the Reynolds number was increased, could be distin
guished. This changing behavior of the wake flow produced 
the peculiar variation of the recirculating wake length with the 
Reynolds number which is shown as Fig. 2. 

Laminar Region. At low Reynolds numbers (below about 
300), the flow in the wake was characterized by the presence 
of two large elongated and essentially steady laminar "twin 
vortices" — see Fig. 3(a). Here, the wake length R could be 
precisely determined and was given by R = 13h for B = 0.7 and 
R = \.2h for 5 = 0.5. 

Transient Region. At Reynolds numbers between 300 and 
8000, the flow in the near-wake was characterized by a growing 
instability of the initially laminar free shear layers that develop 
from the sharp edges of the plate. The development of tur
bulence was also observed in the central portion of the wake. 
The departure from symmetry of the instantaneous flow pat
tern was very clearly demonstrated both in and behind the 
wake. At first, the "twin vortices" were seen to become un
stable, unsymmetrical, smaller, and shifted toward the end of 
the wake (Fig. 3(b)). At this stage the sharp increase of the 
wake length was observed. This length reached its local max
imum, given by R/h= 1.6 to 2.4, at the first critical Reynolds 
number of about Re[=1600, as shown in Fig. 2. At higher 
Reynolds numbers large-scale vortex structures developing in 
the free shear layers surrounding the (by now) highly disturbed 
interior of the wake were observed. Development of these 
structures on both sides of the wake caused stronger entrain-
ment of the fluid from the interior of the wake to the shear 
layers. This, in turn, produced stronger flow reversal on the 
wake axis and a very strong decrease in the wake length. The 

b/h . p ^ i F ^ x 
x - 07 J "*"h'S c o m n n u n i c a t i o n T / ) \,;''•-::> _.-->''X 

r. 7 - o - 0.7 Turner et al. (1988) U, •» 

Re^103 

Fig. 2 Length of recirculating wake in a nominally 2-D high blockage 
flow. (Uncertainty in Re: less than ±5 percent and in R/h: less than ±3 
percent.) 

three-dimensional fluctuations of fluid in the wake prevailed 
and, occasionally, some strong reversed jet-like flows were 
observed close to the wake axis (Fig. 3(c)). This complicated 
situation persisted until a second critical Reynolds number of 
about Ren = 3,600 was achieved where the wake length was at 
its minimum. 

As the Reynolds number was further increased, the recir
culating flow in the wake became strongly turbulent without 
any traces of a regular vortex pattern and the jet-like backward 
flow on the wake axis occurred more frequently. Flow down
stream of each gap between the plate edges and the channel 
side walls then resembled a wall jet. At the downstream end 
of the wake, the flow emanating from the gaps separated from 
the side walls of the channel in a motion which was usually 
out-of-phase. Ultimately, these bypass flows were observed to 
spread and unite beyond the recirculating wake. Just behind 
the separation points on the side walls, large-scale "side wall 
eddies" appeared which rolled downstream along the walls, 
forcing the flow downstream of the wake to wave in a flag
like manner. 

Turbulent Region (Re>8,000). In this region, the flow in 
the wake is characterized by a high level of turbulence, a 
mixture of small and large eddy scales, and a very strong reverse 
flow along the axis (Fig. 3(d)). The turbulence appears to be 
generated in the free shear layers behind the separation points 
and then develops further due to strong interactions between 
the side wall jet-like flow and the reversed flow in the wake. 
Besides this, at the plate rear surface and also at the end of 
the wake, strong large scale transverse fluctuations were ob
served (Fig. 4). Moreover, just downstream of the plate, in 
the corners between the channel end walls and the plate, two 
large standing "end wall vortices" with their axes parallel to 
the end walls and plate were observed. These vortices are clearly 
driven by the strong reversed flow zone. Presumably, they are 
necessary to close the loop of the vorticity line of the main 
vortex motions in the recirculation wake. The practical rele
vance of these vortices is that at low aspect ratios the flow in 
the wake cannot be treated as two-dimensional. Observe also 
that the coincidence point at the downstream end of the wake 
was now hardly discernible because of the turbulent fluctua
tions. Beyond the wake, one of the wall jets was occasionally 
seen to separate from the side wall to produce a typical "side 
wall eddy." 

Length of Recirculating Wake. The variation of the nor
malized wake length with Reynolds number was deduced from 
a large number of streak photographs. The results of this 
analysis are presented in Fig. 2. The data points represent the 
instantaneous length of the wake, defined as the distance be
tween the front plane of the plate and the coincidence point. 
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(a) Laminar twin vortices at B=0.7, Re = 377, and 4.T=5 s

b) In transient region at B= 0.7, Re = 660, and 4.T= 1s

(c) In transient region at B=0.7, Re = 4,500, and 4.T=1I2 s

(d) In turbulent region at B=0.7, Re = 35,000, and 4.T=1I15 s

Fig. 3 Particle path patterns (side view)

For the purpose of this investigation the coincidence point has
been defined as the central point of the zone over which the
fluid does not exhibit any preferred flow direction. The ob
viously wide spread of the experimental points (approximately
± 20 percent, reflects the high level of large-scale fluctuation
in the wake. The behavior of the flow behind the plate at the
blockage of 50 percent was very similar to the flow at 70 percent
blockage. Moreover, the data are similar when scaled by the
height of the confining channel (h) and the gap velocity (VI)'

Journal of Fluids Engineering

Finally, it is observed that the aspect ratio for the plate was
changed from A =4.9 to 6.9 when the blockage ratio was
reduced from 0.7 to 0.5. Fail et al. (1957) have shown that the
length of the wake generated by a rectangular flat plate (with
out end walls) depends strongly on the aspect ratio (Fig. 5).
They recorded the highest wake length R/b= 7.15 at an aspect
ratio of A = 10. In contrast, our results for corresponding
aspect ratios are about 30 percent lower, which can be explained
by allowing for the effects of the high blockage and the end
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8-B=0.1

Fig. 4 Particle path pallerns (top view) at B = 0.7, Re
AT=1/30s

Flg.6 Dye filament pallerns of the free shear layers near the separation
line behind plate at B = 0.5 and Re = 16,300
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with the developing vortices produces small pressure pulsations
across the rear surface of the blockage plate, thus synchro
nizing disturbances along the plate edges.

Acknowledgment

The authors are pleased to acknowledge the financial support
of Thorn EMI Flow Measurement Ldt. during part of this
investigation.

walls producing a different flow organization. In particular,
the significantly lower result of Bradbury (1976) suggests that
the effect of the end walls can be very important.

Dye Flow Visualization of the Shear Layers. The striking
feature of the pattern of the vortex flow in the free shear layers
is the perfect symmetry of the dye filament (see Fig. 6). The
two boundary layers, separating from the edges of the plate,
produce two shear layers which continued for some distance
downstream (dependent on the Reynolds number) in a laminar
state. These shear layers eventually become periodic and "roll
up" into discrete vortices, which are distributed as symmetrical
pairs on the two sides of the wake. Every photographic record
and visual observation show that these events occurred pre
cisely at the same time and distance from the separation point,
i. e., these vortex structures in the upper and lower free shear
layers were formed and developed in precisely the same way
as if one were a mirror image of the second. This suggests the
existence of a common triggering mechanism which controls
the Kelvin-Helmholtz instability of the initially steady laminar
free shear layers. The origins of this mechanism are not yet
fully understood, although there are some similarities to the
observations made on a free jet by Bradshaw (1966). The most
likely explanation is that the induced velocity field associated
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The Role of Residual Nonturbulent Disturbances on 
Transition Onset in Two-Dimensional Boundary Layers 

Rama Govindarajan1 and R. Narasimha1,2 

An analysis of procedures in current use for prediction of 
transition onset location shows that they are generally in poor 
agreement with data obtained in test facilities at low freestream 
turbulence levels. It has been shown elsewhere that under such 
conditions transition is driven by residual nonturbulent dis
turbances in the facility. A method is developed for taking 
such disturbances into account by defining an equivalent free-
stream turbulence intensity; values for this parameter are de
rived for each facility from which onset data are available. A 
new correlation incorporating this effect is shown to be in good 
agreement with all available data on two-dimensional flows 
with pressure gradient. The correlation suggests that the onset 
Reynolds number {based on boundary-layer thickness) de
pends inversely on the total disturbance level when the latter 
is low. 

Introduction 
The boundary layer on a surface is laminar for some distance 

from the leading edge and undergoes transition to turbulence 
downstream as the Reynolds number increases. The streamwise 
position at which turbulent spots first appear is here called the 
transition onset location. The prediction of this onset location, 
and of the flow in the transition "zone" (see e.g., Narasimha, 
1985) before the flow becomes fully turbulent are important 
engineering problems that are encountered in a variety of ap
plications such as turbomachinery, the space shuttle, the aero
space plane etc. 

The Reynolds number at onset, R, = Ud,/v, (where t/is the 
freestream velocity, 6, is the momentum thickness at transition 
onset and v is the kinematic viscosity) depends on several fac
tors like pressure gradient, freestream turbulence, facility-de
pendent disturbances like vibration and noise in the case of 
test data, surface roughness, Mach number etc. Of these the 
first three are considered in this report. In the absence of any 
rational theory yet of the transition process, engineering es
timates have often had to be based on empirical or semi-
empirical procedures. Some of these procedures (e.g., Gran
ville, 1953, and the e" method of Smith and Gamberoni, 1956) 
take account of the influence of pressure gradient on the sta
bility of the boundary layer. However, it has been known since 
the classical work of Schubauer and Skramstad (1948) that 
transition onset depends strongly on environmental disturb
ance levels. In low-speed wind tunnel experiments, such dis
turbances have usually been considered to arise solely from 
freestream turbulence, and some account of its effect has been 
sought to be taken either by modifications of earlier procedures 
(Arnal et al., 1984; Mack, 1977) or by empirical correlations. 
It is significant, however, that the proposal of Mack for n as 
a function of the intensity of freestream turbulence q does not 
agree with experimental data at low q. The empirical corre
lations consider the values at transition of q [in percent, defined 
as 100 x (2K/3)1/2/[/, where K, equal to half the sum of the 
mean squared fluctuating velocity components, is the turbulent 
kinetic energy per unit mass of fluid] and the Thwaites (1949) 
pressure gradient parameter X [ = (dU/dx)d 2/v where dU/dx 
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is the streamwise gradient of the freestream velocity U]. The 
predictions of three such correlations are compared with ex
perimental data in Fig. 1. It is seen that both the correlation 
of Singh (1974) (which is a modified version of that of Seyb 
(1967) and of Dunham (1972) consistently predict onset at a 
higher Reynolds number than that observed experimentally. 
Abu-Ghannam and Shaw's (1980) correlation provides a good 
fit except at low q (see e.g., the appreciable difference from 
the data of Wells, 1967). 

Present Correlation In Zero Pressure Gradient Flows 
An analysis of the available experimental data shows, how

ever, that the value of the Reynolds number Rx, (based on the 
steamwise distance x) observed in different facilities as q be
comes very low is not the same. For example, while Schubauer 
and Klebanoff (1955) report Rxl ~ 3 x 106 for q < 0.03 
percent, Wells (1967) reports values as high as 5 X 106 for the 
same q. On the other hand, at somewhat higher values of q 
there is broad agreement among all available data. On the basis 
of such observations, the effect of freestream turbulence in 
constant-pressure boundary layers is best considered under 
three different regimes (Narasimha, 1985): 

1. High freestream turbulence, where the onset Reynolds 
number is nearly independent of the turbulence level, and levels 
off around the instability-critical value. 

2. Moderate turbulence, where the onset is chiefly dependent 
on the intensity of turbulence, although the scale and the spec
trum must be expected to have some influence. 

3. Very low turbulence level. Here, the dominant factor in 
the onset of transition is no longer the freestream turbulence. 
Since experiments in different facilities give widely different 
onset Reynolds numbers in this regime, it is reasonable to 
assume that transition is caused by residual disturbances spe
cific to the facility in which the experiments are conducted. 

The onset Reynolds number R/ reported most often is the 
value at which a surface parameter (Pitot pressure, skin fric
tion, etc.) shows a minimum. However, the onset Reynolds 
number R, at which turbulent spots first appear is upstream 
of R,' and may be derived from relations given by Narasimha 
and Dey (1986). These require knowledge of the extent of the 
transition zone, and we shall find it sufficient to use here the 
simpler conversion factor implicit in the correlations of Nar
asimha and Dey (1984), and tentatively take R, as 

R, - 0 . 9 R , ' . (1) 
In this report, experimental data are used to find an expression 
for R,', and R, is then calculated from the above equation. 

R/fpredicted) 

R^ (expt.) 

a Liepmann (1943) 
• Fage and Preston (1941) 
. Hislop (1940) 
+ Hall (1968) 
o Feindt (1957) 
» Abu-Ghannam and Shaw (1980) 
» Wells (1967) 
i Schubauer and Skramstad (1948) 

Fig. 1 Comparison of existing onset prediction correlations with 
experiment 
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Table 1 Inferred residual disturbance level of some facilities 

0.2 0.4 2.0 4.0 6.0 8.0 10.0 
q(%) 

» Wells (1967) 
» Schubauer and Skramslad (1948) 
+ Hislop (1940) 
0 Abu-Ghannara and Shaw (1980) 
J Brown and Burton (1972) 
X Martin.Brown and Garrett (1978) 
I Dryden (1936) 
V Gostelow and Ramachandran (1933) 
• Van der Hegge-Zijnen (1924). 

Fig. 2 Comparison of present correlation for zero pressure gradient with 
experiment. (Note expanded scale at low q.) 

Earlier analysis (Narasimha and Dey, 1984) has shown that 
the onset Reynolds number at zero pressure gradient, Ro has 
an approximate power law dependence on the freestream tur
bulence level q when it is in the "moderate' ' range. At moderate 
and high g, R0 may therefore be expressed in the following 
form: 

Ro = a + b/g". (2) 
The experimental results for R0 (compiled by Narasimha and 
Dey, 1984) at moderate to high values of g are best fitted by 
a = 110, b = 340 and/> = 1 (see Fig. 2). We may argue that 
the residual facility-dependent disturbances may be represented 
by an equivalent turbulence intensity g0; as this is in general 
uncorrelated with the freestream turbulence, the mean squares 
will add, and the total equivalent disturbances in the facility 
is just the quantity (g2 + qo2)U2- In practice g0 will in general 
depend on the operating conditions of the facility, but this is 
a factor that at the present stage has to be neglected. Equation 
(2) may now be written as 

Rn=110 + 
340 

(Q2 + Q0
2)W1 (3) 

Values of q0 providing the best fit are derived for each facility 
(using the data in Abu-Ghannam and Shaw, 1980), and are 
listed in Table 1; these must be seen as tentative and illustrative, 
as they have been derived assuming that all workers have used 
the same criterion for the location of transition onset, which 
is unlikely. If more precise information on how onset is defined 
is available, better values of g0 can be derived. 

Present Correlation in Flows Subjected to Pressure Gradients 
The qualitative dependence of onset Reynolds number on 

the pressure gradient, as inferred from the experimental data 
in Abu-Ghannam and Shaw (1980), is shown in Fig. 3 (the 
data themselves are not shown as they are at many different 
values of q and g0 and so would clutter the diagram). When 
the gradient is favorable, i.e., when X > 0, the onset for a 
given g occurs, as expected, at a larger Reynolds number than 
at zero pressure gradient. However, although R / increases 

Abu-Ghannam and Shaw (1980) 
Fage and Preston (1941) 
Feindt (1957) 
Hall (1968) 
Hislop (1940) 
Liepmann (1943) 
Schubauer and Skramstad (1948) 
Wells (1967) 

go (%) 
0.33 
0.70 
0.30 
0.16 
0.30 
0.36 
0.34 
0.24 

R; 

low q„ (q=0) 

high % (q=0) 

moderate q ( » q . ) 

highq 

Fig. 3 Qualitative dependence of onset location on pressure gradient 
and freestream turbulence 

rapidly at first as X increases, it appears to level off toward 
an asymptotic value R / (q, X — oo) for a given q. Further, 
as g increases, the difference R / (<?, X — oo) - R0 decreases; 
so at high turbulence levels the onset Reynolds number does 
not depend strongly on the pressure gradient. In adverse pres
sure gradients, the onset occurs earlier but otherwise the pattern 
is similar. With these features in mind, a pressure gradient 
factor can be imposed on (3), and the following empirical form 
is proposed: 

R,' = R0 1 + 0.17 exp [ - (g2 + fa] x 
1 - exp (-60X) 

1+0.4 exp (-60X) 

(4) 

The transition onset Reynolds numbers given by equations 
(3) and (4) are plotted against experimental data (from Abu-
Ghannam and Shaw, 1980) in Fig. 4. It is seen that the present 
proposal fits all the data reasonably well. 

Conclusion 

The present proposal offers an improvement over existing 
onset prediction correlations since facility dependence is ac
counted for. The improvement is significant in facilities with 
low freestream turbulence. However, one comment is in order. 
It has recently been shown (Meier et al., 1987) that the onset 
of transition correlates better with the spectral density of the 
freestream turbulence in the frequency range of the Tollmien-
Schlichting waves rather than with the total intensity. Unfor
tunately, such spectral information is not available in most 
experimental data published so far; it is for this reason that 
we have used the total turbulence intensity in the present work. 
As appropriate experimental data become available, however, 
it will be easy to implement the basic idea of the present pro
posal using the spectral density of the disturbances in the Toll-
mien-Schlichting band. Furthermore, we wish to emphasize 
that the present proposal of parametrizing facility-dependent 
disturbances can be used with other transition prediction tech-
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An Erosion Resistant Pipe Bend 

1500 

R,' (experimental) 

Fig. 4 Comparison of present correlation with experimental data (legend 
same as in Fig. 1) 

niques as well, e.g., Granville (1953), Smith and Gamberoni 
(1956). 

The fact that the onset Reynolds number is inversely pro
portional to the disturbance intensity when it is low may be 
of wider significance. 
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K.Horii,1 Y. Matsumae,2 X. M. Cherig,2 M. Takei,2 

E. Yasukawa,2 and B. Hashimoto2 

A new 90-deg bend shape has been developed for erosion 
resistance. The design consists of a gradually expanding inlet, 
a large-diameter curved section, and a gradually contracting 
outlet. Tests were conducted using alumina particles in air at 
an average velocity of 27 m/s, passing through a carbon steel 
bend. The new bend design had an erosion life exceeding 4000 
hr, compared to 38 hr for a conventional bend design. 

Introduction 
In pneumatic transportation of powders, the erosive action 

depends primarily on the particle speed (Mills and Mason, 
1981), the impact angle (Tilly, 1969), and the physical prop
erties of the powders. Many techniques have been employed 
to reduce erosion, but none is completely satisfactory. 

Erosion can be reduced by decreasing the gas flow rate. 
However, plugging then occurs, as the gas flow rate drops 
below the blockage limit. Our earlier work (Horii et al., 1988) 
has shown that the critical blockage velocity depends upon the 
flow pattern. One may reduce erosion by deforming the flow 
pattern so as to reduce the blockage limit. In the case of a 90 
deg bend, this change in flow pattern can be achieved by 
altering the shape of the bend. 

Tilly (1969) has shown that the impact angle is crucial to 
erosion. For a bend made of cast iron, the erosion rate is 
greatest when the impact angle is between 30 and 60 deg. To 
minimize erosion, this critical range of impact angles has to 
be avoided. The present design alters the flow pattern with the 
goal of avoiding erosive impact. 

A schematic of the new design is given in Fig. 1. All di
mensions are in mm. The bend begins with a gradual expansion 
which increases the pipe diameter fivefold, followed by a 90 

Fig. 1 Schematic of the new bend design 
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An Erosion Resistant Pipe Bend 
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Fig. 4 Comparison of present correlation with experimental data (legend 
same as in Fig. 1) 

niques as well, e.g., Granville (1953), Smith and Gamberoni 
(1956). 

The fact that the onset Reynolds number is inversely pro
portional to the disturbance intensity when it is low may be 
of wider significance. 
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A new 90-deg bend shape has been developed for erosion 
resistance. The design consists of a gradually expanding inlet, 
a large-diameter curved section, and a gradually contracting 
outlet. Tests were conducted using alumina particles in air at 
an average velocity of 27 m/s, passing through a carbon steel 
bend. The new bend design had an erosion life exceeding 4000 
hr, compared to 38 hr for a conventional bend design. 

Introduction 
In pneumatic transportation of powders, the erosive action 

depends primarily on the particle speed (Mills and Mason, 
1981), the impact angle (Tilly, 1969), and the physical prop
erties of the powders. Many techniques have been employed 
to reduce erosion, but none is completely satisfactory. 

Erosion can be reduced by decreasing the gas flow rate. 
However, plugging then occurs, as the gas flow rate drops 
below the blockage limit. Our earlier work (Horii et al., 1988) 
has shown that the critical blockage velocity depends upon the 
flow pattern. One may reduce erosion by deforming the flow 
pattern so as to reduce the blockage limit. In the case of a 90 
deg bend, this change in flow pattern can be achieved by 
altering the shape of the bend. 

Tilly (1969) has shown that the impact angle is crucial to 
erosion. For a bend made of cast iron, the erosion rate is 
greatest when the impact angle is between 30 and 60 deg. To 
minimize erosion, this critical range of impact angles has to 
be avoided. The present design alters the flow pattern with the 
goal of avoiding erosive impact. 

A schematic of the new design is given in Fig. 1. All di
mensions are in mm. The bend begins with a gradual expansion 
which increases the pipe diameter fivefold, followed by a 90 
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Fig. 3 Axial velocity distribution in the new bend

Erosion Results

Three different bends were tested: 1) a standard 21.6-mm
or 20-A bend; 2) a standard bend five times larger, with di
ameter 105.3 mm or 100-A; and 3) the new bend design of
Fig. I. All were made of carbon steel. All bends were subjected
to air at 36 m3/hr and alumina at 60 kg/hr.

The 20-A conventional bend was perforated through its 2.8
mm thickness in 37.8 hr, for an erosion rate of 13.5 hrlmm
at its mean air velocity of 27 m/s.

The fivefold-larger 100-A conventional bend had 25 times
less air velocity, or 1.1 m/s. The bend suffered perforation of
its 4.5 mm thickness in 144 hr, for an erosion rate of 32.0 hrl
mm. Thus, although the air velocity was 25 times less, the

Novel

I

41"
Conventional

mJ'
2°E
101::..
o

seem to occur in a conventional bend. Outlet flow from a bend
was visualized in Fig. 4 by a laser light sheet (Argon 4W) placed
in the exit plane. Water vapor, produced by an ultrasonic vapor
generator, provided the visualization. Exit flow from a con
ventional bend flows out along the outer wall due to centrifugal
effects. Flow from the new bend design seems to concentrate
near the pipe axis. Thus the flow pattern in the new bend
appears, kinematically at least, to meet the desired goal of
avoiding erosion.

This measured and observed behavior in the new band is in
agreement with the theoretical studies of Batchelor (1967), who
predicted that contraction of a swirling flow will tend to con
centrate flow along the tube axis. Conversely, expanding a
swirling flow will spread the flow out along the walls. It is
believed that this changed flow pattern in the new design tends
to avoid the critical erosion angles of 30-60 deg.

View of the contraction.

Test Procedure

Experiments were carried out to study erosion in the new
bend design and also in conventional bends. The bends were
placed in various positions, including rising, falling, and hor
izontal sections. The total length of pipeline was 37 m (rise
4.8 m, fall 2.9 m, horizontal 29.3 m).

The test powder was alumina (160-200 mesh), which was fed
into the pipe, using a rotary shelf-type bulk feeder, at a rate
of 60 kg/hr.

The rate of airflow was 36 m3Ihr, corresponding to a mean
velocity of 27 mls in the 21.6-mm diameter pipe. The weight
ratio of air to alumina was thus approximately 7 to 1.

Overall erosion rate was measured in terms of the time re
quired to wear away a given thickness of pipe bend or, in some
cases, the time to perforate a hole in the bend.

Flow Measurements and Visualization

Visualization of particle motion in the new bend design is
shown in Fig. 2. In the expansion region, alumina was attracted
to the internal wall and the flow formed an expanding vortex.
In the contraction region, the particles moved toward the pipe
axis and most of the alumina concentrated along the centerline,
forming a central vortex.

Some representative velocity profile measurements by a fi
ber-optic laser anemometer are shown in Fig. 3 and verify the
differing behavior of the particles in the inlet versus the exit.
The inlet-cone profiles have a central valley, showing that flow
is primarily near the wall. The exit contraction profiles show
high velocity in the central region and less flow near the walls.

The outlet flow pattern shown in Figs. 2 and 3 does not

deg section and, finally, a gradual contraction back to the
diameter of the transporting pipe. For erosion testing, the
bends were made of carbon steel (lIS 03452 SOP, Shore hard
ness 21). For flow visualization, alternate bends were made of
transparent acrylic.

View of the expan~ion.

Fig. 2 Visualization of particle motion in the new bend Fig. 4 Vlsuallzallon of the flow pallern at a bend outlet
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Table 1 Summary of the erosion test results 
Bend shape 

Curvature, 
mm 

Inside diameter, 
mm 

Mean velocity, 
m/s 

Mean bend life, 
hr 

Bend thickness, 
mm 

Erosion depth, 
mm 

Erosion rate, 
hr/mm 

Conventional 
20 A 

200.0 

21.6 

27.3 

37.8 
(holes form) 

2.8 

2.8 

13.5 

Conventional 
100 A 

152.4 

.105.3 

1.1 

144 
(holes form) 

4.5 

4.5 

32.0 

New Bend 

152.4 

105.3 

1.1 

4000 
(no holes) 

4.5 

3.0 

1330 

erosion rate was only 2.4 times less. Total bend life was only 
increased by a factor of 3.8. Also, the flow velocity in this 
larger bend is below the blockage limit, and particle plugging 
occurred. 

The new bend design, with the same maximum diameter of 
105.3 mm and mean air velocity of 1.1 m/s as the larger 
conventional bend, did not perforate even after 4000 hours of 
continuous operation. The estimated erosion rate of the new 
bend was 1330 hr/mm: 42 times more than the large standard 
bend and 99 times more than the small standard bend. The 
new bend did not stagnate particles, and no plugging was 
observed. The alumina exited the bend in rotating string-like 
aggregations along the pipe axis. 

Conclusions 

The new bend design transported alumina particles contin
uously for 4000 hours, almost never plugging and beginning 
to form holes only at the end of the operation. The novel bend 
lasts one hundred times longer than a conventional bend of 
the same inlet diameter. It is believed that the new design 
changes the behavior of vortices in the entrance and exit cones 
so as to avoid the critical erosion angles of particles which 
might strike the bend surface. The new bend also avoids plug
ging and stagnation of the particles, even though its average 
air velocity is below the expected blockage limit. 

References 
Batchelor, G. K., 1967, An Introduction to Fluid Dynamics, Cambridge Uni

versity Press, pp. 546-550. 
Horii, K., Matsumae, Y., and Takei, M., 1988, "An Erosion Resistant Bend-

Theory and Development," ASME Forum on Industrial Applications of Fluid 
Mechanics, FED Vol. 70, pp. 13-17. 

Mills, D., and Mason, J. S., 1981, "Conveying Velocity Effects in Bend 
Erosion," J. Pipelines, Vol. 1, No. 1, pp. 69-82. 

Tilly, G. P., 1969, "Erosion Caused by Airborne Particles," Wear, Vol. 14, 
pp. 63-70. 

Effect of Crossflow on Oscillatory Flow in a Porous 
Medium Between Two Parallel Plates in Relative Mo
tion 
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This paper deals with the incompressible flow through a 
porous medium bounded by two parallel permeable plates, 
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one of which is stationary and the other slides and oscillates in 
its own plane. Also uniform crossflow is superimposed 
through the plates. Analytical solutions for flow parameters 
are obtained. The effect of crossflow, permeability, and the 
frequency of the moving plate on the velocity, skin friction has 
been investigated. It, is shown that skin friction can be reduced 
considerably by injection at the lower plate. 

Introduction 

The effect of free-stream oscillation on the flow of an in
compressible viscous fluid was studied by Lighthill (1954) and 
Stuart (1955). The unsteady flow between two infinite 
horizontal parallel plates with one plate oscillating about a 
nonzero mean velocity has been considered by Ishigaki (1971). 
Berman (1958) and Wang (1971) analyzed the unsteady flow 
between stationary permeable parallel plates under the in
fluence of an oscillatory pressure gradient with a non-zero 
mean value. Soundalgekar et al, (1985) extended the study of 
velocity field obtained by Ishigaki (1971) to porous medium. 

In this paper, in view of industrial applications (Longwell, 
1966), (Esmond and Clark, 1966), we propose to analyze the 
influence of uniform cross-flow upon the unsteady flow 
through a porous medium bounded by two infinite horizontal 
permeable parallel plates when one plate oscillates with time 
about a nonzero velocity using Brinkman model (Sacheti, 
1983). 

Basic Equations 

Consider a fluid flow through the porous medium of 
thickness h bounded by two infinite horizontal parallel 
permeable plates, the lower one is stationary and upper one 
slides in its own plane with velocity U' (f) = U0 (1 +p(w't')) 
where U0 is a constant, t' is the time coordinate, w' is a con
stant having dimensions of frequency, and p is a dimensionless 
function of w't'. Origin is chosen on the lower plate and 
A:'-axis is taken along the lower plate in the direction of the 
flow. Let the velocity q = (u' (y', t'), V, 0) where y' is the 
normal coordinate, u' is the velocity along the x' direction, 
and V is the magnitude of uniform cross-flow. 

According to the Brinkman model the governing equations 
of the flow (Soundalgekar, 1985) are given by 

/ du' du' \ dU' d2u' 

+ -~(U'-u') (la) 

where p, ^,v, p' are the density, viscosity, kinematic viscos
ity, and pressure of the fluid, respectively, and K the 
permeability of the medium, with the boundary conditions 

u'=Qaiy'=0, u' = U' ( r ' )= t/0(l +p(w't')) aty' =h (2) 

Introducting the following nondimensional quantities, 

(u,U,y,t,w,R,o) = 

(u'/U0, U'/U0,y'/h, t' v/h1, w'h2/v, V'h/v, hNK) 

where R is the suction Reynolds number and cr the permea
bility parameter, equations (la) and (2) become 

du du dU d2u 

-JF+R^r = ̂  + ^y^+^u-^ <» 
u(Q) = Q,u(\)=U(t) = \+p(wt) (4a,b) 
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Table 1 Summary of the erosion test results 
Bend shape 

Curvature, 
mm 

Inside diameter, 
mm 

Mean velocity, 
m/s 

Mean bend life, 
hr 

Bend thickness, 
mm 

Erosion depth, 
mm 

Erosion rate, 
hr/mm 

Conventional 
20 A 

200.0 

21.6 

27.3 

37.8 
(holes form) 

2.8 

2.8 

13.5 

Conventional 
100 A 

152.4 

.105.3 

1.1 

144 
(holes form) 

4.5 

4.5 

32.0 

New Bend 

152.4 

105.3 

1.1 

4000 
(no holes) 

4.5 

3.0 

1330 

erosion rate was only 2.4 times less. Total bend life was only 
increased by a factor of 3.8. Also, the flow velocity in this 
larger bend is below the blockage limit, and particle plugging 
occurred. 

The new bend design, with the same maximum diameter of 
105.3 mm and mean air velocity of 1.1 m/s as the larger 
conventional bend, did not perforate even after 4000 hours of 
continuous operation. The estimated erosion rate of the new 
bend was 1330 hr/mm: 42 times more than the large standard 
bend and 99 times more than the small standard bend. The 
new bend did not stagnate particles, and no plugging was 
observed. The alumina exited the bend in rotating string-like 
aggregations along the pipe axis. 

Conclusions 

The new bend design transported alumina particles contin
uously for 4000 hours, almost never plugging and beginning 
to form holes only at the end of the operation. The novel bend 
lasts one hundred times longer than a conventional bend of 
the same inlet diameter. It is believed that the new design 
changes the behavior of vortices in the entrance and exit cones 
so as to avoid the critical erosion angles of particles which 
might strike the bend surface. The new bend also avoids plug
ging and stagnation of the particles, even though its average 
air velocity is below the expected blockage limit. 
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Effect of Crossflow on Oscillatory Flow in a Porous 
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This paper deals with the incompressible flow through a 
porous medium bounded by two parallel permeable plates, 

'Senior Research Fellow, Department of Mathematics, Anna University. 
Dean of Science and Humanities, Anna University, Madras, 600 025, India. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Divi
sion September 22, 1989. 

one of which is stationary and the other slides and oscillates in 
its own plane. Also uniform crossflow is superimposed 
through the plates. Analytical solutions for flow parameters 
are obtained. The effect of crossflow, permeability, and the 
frequency of the moving plate on the velocity, skin friction has 
been investigated. It, is shown that skin friction can be reduced 
considerably by injection at the lower plate. 

Introduction 

The effect of free-stream oscillation on the flow of an in
compressible viscous fluid was studied by Lighthill (1954) and 
Stuart (1955). The unsteady flow between two infinite 
horizontal parallel plates with one plate oscillating about a 
nonzero mean velocity has been considered by Ishigaki (1971). 
Berman (1958) and Wang (1971) analyzed the unsteady flow 
between stationary permeable parallel plates under the in
fluence of an oscillatory pressure gradient with a non-zero 
mean value. Soundalgekar et al, (1985) extended the study of 
velocity field obtained by Ishigaki (1971) to porous medium. 

In this paper, in view of industrial applications (Longwell, 
1966), (Esmond and Clark, 1966), we propose to analyze the 
influence of uniform cross-flow upon the unsteady flow 
through a porous medium bounded by two infinite horizontal 
permeable parallel plates when one plate oscillates with time 
about a nonzero velocity using Brinkman model (Sacheti, 
1983). 

Basic Equations 

Consider a fluid flow through the porous medium of 
thickness h bounded by two infinite horizontal parallel 
permeable plates, the lower one is stationary and upper one 
slides in its own plane with velocity U' (f) = U0 (1 +p(w't')) 
where U0 is a constant, t' is the time coordinate, w' is a con
stant having dimensions of frequency, and p is a dimensionless 
function of w't'. Origin is chosen on the lower plate and 
A:'-axis is taken along the lower plate in the direction of the 
flow. Let the velocity q = (u' (y', t'), V, 0) where y' is the 
normal coordinate, u' is the velocity along the x' direction, 
and V is the magnitude of uniform cross-flow. 

According to the Brinkman model the governing equations 
of the flow (Soundalgekar, 1985) are given by 

/ du' du' \ dU' d2u' 

+ -~(U'-u') (la) 

where p, ^,v, p' are the density, viscosity, kinematic viscos
ity, and pressure of the fluid, respectively, and K the 
permeability of the medium, with the boundary conditions 

u'=Qaiy'=0, u' = U' ( r ' )= t/0(l +p(w't')) aty' =h (2) 

Introducting the following nondimensional quantities, 

(u,U,y,t,w,R,o) = 

(u'/U0, U'/U0,y'/h, t' v/h1, w'h2/v, V'h/v, hNK) 

where R is the suction Reynolds number and cr the permea
bility parameter, equations (la) and (2) become 

du du dU d2u 

-JF+R^r = ̂  + ^y^+^u-^ <» 
u(Q) = Q,u(\)=U(t) = \+p(wt) (4a,b) 
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In view of the form of (4b) we assume, 

u(y,t)=f0(y)+p(wt)fi(y) (5) 

in equations (3) and (4) and equate the steady, unsteady terms. 
Thus we get 

fo'-Rfo' 
A'-R/i' 

/ i - i 
-a2-. 

••fo=~o2 

dp 

dt 

1 

P 

(6) 

(7) 

(8) and /o(0)=/,(0) = 0 , / o ( l ) = / 1 ( l ) = l 

where primes denote differentiation with respect to y. 
Since the left member of equation (7) is a function of y and 

that of the right member is a function of t, each must be a con
stant, C say. Hence the function p is exponential or periodic in 
time according as C is real or pure imaginary respectively. 
Choosing C = iw (pure imaginary) so tha tp(w/) =e eiwt (e is 
the amplitude of oscillation and w is the frequency) and equa
tion (7) becomes 

/ , ' - / ? / , ' - f f , 2 / i = - f f i 2 (9) 

where a!2 = o2 + iw. 

Solving equations (6), (8), and (9) we get from equation (5), 

u (y,t) = 1 + eRy/2 (coth a3 sinh a3y - cosh o3y) 

+ e eiwl[l +eRy/1 (coth a2 sinh <72>>-cosh a^)} (10) 

where <r3
2 = (R2 + 4a2)/4 and a2

2 = (R2 + 4cr,2)/4. 
The real part of equation (10) now gives the transient veloc

ity corresponding to the upper plate velocity U(t) = 1 +e cos 
wt as 

u= 1 + eRy/2 (coth ff3 sinh o3y — cosh o3y) 

+ e(Mr cos wt—Mj sin wt) (11) 

where Mr + iM, =f^ (y). 

The skin friction at the stationary plate is given by, 

du' 1 
T=i 

by' \y'=0 

T= 

, which takes the dimensionless form 

T'h du I 
o 

(12) 
/*{/„ dy \y= 

(Another form of nondimensional skin friction is 

7" 

where Re ( = pU0h/n) is the flow Reynolds number.) Using 
equation (10) in (12), we get the skin friction as 

T=Tn + ee" ' (o2 coth CT2 - — J (13) 

where T0( = c3 coth o3 -R/2) is the mean skin friction, or, in 
terms of amplitude Q and phase /3, 

T=T0 + e Q cos (wt + 0) 

where Be'" = o2 coth o2, 

(14) 

/ R2 \ 
Q={B2+ — -BR c o s a j 

and tan /3 = 
tan a 

l - i? / (2J3cos a) 

In the absence of crossflow i.e., R = 0, the velocity field 
given by equation (11) reduces to that of obtained by Soun-
dalgekar et al. (1985) and equation (14) becomes 

T=o coth o+e B cos (wt + a) (15) 
where Be'a = a, coth ax, 

which is the corrected version of their expression for T. Fur
ther for free flow (CT = 0 ) , in the absence of crossflow, the 

velocity field and skin friction expressions reduce to that of 
Ishigaki (1971). 

Discussion and Conclusions 

For numerical computation we considered the case e = 0.2. 
It is seen from Fig. 1, the mean velocity /0(.y) increases with 
decreasing R. Also the mean velocity increases with a and it is 
more pronounced with increasing R. From Fig. 2, we found 
that the mean skin friction increases with a, where as it 
decreases with increasing R. Note that the rate at which the 
mean friction decreases is more for decrease in suction (R < 0) 
than for increase in injection at the lower plate. The transient 
velocity profiles are shown in Figs. 3-5. From Fig. 3, it is clear 
that the transient velocity increases with increasing a, i.e., with 
decreasing the permeability K. In Fig. 4, the transient velocity 
profiles for w= 10, a= .2 is shown. As already noted for large 
injection (Fig. 2) the mean skin friction is small and the 
unsteady skin friction becomes negative for certain values of 

0 0-2 0-A 0.6 0.1 

f. 
Fig. 1 Mean velocity profiles for different ft and a 
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wt (for ir/4, ir/2, it in Fig. 4) with large magnitude than the 
mean skin friction. Thus the overall skin friction at the lower 
plate becomes negative. Hence this causes back flow near the 
lower plate, which is seen from Fig. 4 for R = 6. Where as for 
small frequencies (Fig. 5) back flow is not prevailed. In this 
case we see boundary layer character near the upper plate for 
large positive R (Injection) and near the lower plate for large 
negative R (suction at the lower plate). 

The numerical values of skin friction at the lower plate for 
w= 10 is given in Table 1. As pointed out by Mario Latelier 
(1986) the skin friction decreases with decreasing a i.e., with 
increasing permeability K. The values of the amplitude of skin 
friction Q and the phase lead (3 of skin friction with respect to 
the oscillating plate have been shown in Table 2. The follow
ing results are set out from the above investigation. 

(i) Increase in injection velocity (R>0) or decrease in suc
tion velocity at lower plate leads to decrease in T, i.e., the skin 
friction can be reduced by injection at lower plate. 

(ii) The amplitude of skin friction Q increases with fre
quency w. 

0 0-2 04 0.6 0-8 1.0 1.2 
u 

Fig. 4 Transient velocity profiles for a = 0.2, w = 10 

0 0.2 04 0.6 0.8 1.0 

Fig. 3 Transient velocity profiles for fi = 0, w = 10 
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Fig. 5 Transient velocity profiles for a = 0.2, w = 0.2 
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Table 1 Values of the skin friction T for w = 10 

R 

a 

wt 

0 
w/2 

•K 

3TT/2 

-

0.2 

2.7646 
1.5004 
1.3437 
2.3824 

1.5 

1.2 

2.8002 
1.7583 
1.5300 
2.5719 

0.2 

1.4491 
0.5598 
0.5775 
1.4668 

0 

1.2 

1.6701 
0.7802 
0.7290 
1.6189 

0.2 

0.9646 
0.0036 
0.1437 
0.8824 

.5 

1.2 

1.0002 
0.2583 
0.3300 
1.0719 

Table 2 Values of the amplitude Q and tan fi 

R 

w 

a 

0.2 
1.2 
4.2 

a 

0.2 
1.2 
4.2 

10 

0.7327 
0.6405 
0.2192 

3.7158 
3.7711 
5.2862 

-

15 

0.7662 
0.7039 
0.3084 

4.4608 
4.4883 
5.5692 

1.5 

20 

0.7873 
0.7396 
0.3819 

5.0529 
5.0753 
5.8936 

10 15 

tan/3 

1.0407 1.0094 
0.8911 0.9188 
0.2635 0.3677 

Q 

3.1447 3.8951 
3.1515 3.8940 
4.5020 4.8190 

0 

20 

1.0078 
0.9315 
0.4516 

4.4881 
4.4905 
5.1637 

10 

1.4666 
1.2140 
0.3089 

2.6580 
2.6353 
3.8345 

1.5 

15 

1.3293 
1.1904 
0.4294 

3.3950 
3.3740 
4.1594 

20 

1.2654 
1.1694 
0.5250 

3.9839 
3.9708 
4.5242 
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(iii) The phase lead /3 of the skin friction with respect to the 
oscillating plate decreases with increase in a. 

(iv) Decrease in injection velocity (R > 0) or increase in suc
tion velocity at the lower plate leads to decrease in /3 but in
crease in Q. 
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